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Preface

The 7th International Workshop on Fuzzy Logic and Applications (WILF 2007),
held at Ruta di Camogli, Genova (Italy) on July 7-10, 2007 covers topics related
to theoretical, experimental and applied fuzzy techniques and systems. This
event represents the continuation of an established tradition of biennial interdis-
ciplinary meetings, aimed at bringing together researchers and developers from
both academia and industry, to the aim of reporting on the latest scientific and
theoretical advances in this scientific context as well as to demonstrate the state
of the art of applications and systems.

Previous WILF workshops have been held, with an increasing number of
participants, in Naples (1995), Bari (1997), Genoa (1999), Milan (2001), Naples
again (2003), and Crema (2005). Each event has focused on distinct main the-
matic areas of fuzzy logic and related applications.

This, the 7th WILF meeting, hosts four specials sessions namely the Fourth
International Meeting on Computational Intelligence Methods for Bioinformat-
ics and Biostatistics (CIBB 2007), the Third International Workshop on Cross-
Language Information Processing (CLIP 2007), Intuitionistic Fuzzy Sets:
Recent Advances (IFS), and Soft Computing in Image Processing (SCIP). These
special sessions extend and deepen the main topics of WILF, thus allowing a
cross-fertilization among different, but interdependent, scientific communities.

WILF 2007 received 147 paper submissions from all over the world. A rigorous
peer-review selection process was applied to ultimately select 84 high quality
manuscripts from the submissions. These were accepted for presentation at the
conference, and have been published in this volume. Moreover, the volume also
includes three presentations from keynote speakers.

The success of this conference is to be credited to the contributions of many
people. In the first place, we would like to thank the organizers of the special
sessions for the effort they put into attracting so many good papers. Moreover,
special thanks are due to the Program Committee members and reviewers for
their commitment to the task of providing high-quality reviews. Last, but not
least, we would like to thank the invited speakers Joaqúın Dopazo (CIPF, Spain),
Rada Mihalcea (University of North Texas, USA), Witold Pedrycz (University
of Alberta, Canada), Alessandro Villa (University Joseph Fourier, France), and
Ronald Yager (Iona College, USA), and the tutorial presenters Giovanni Gari-
botto (Elsag SpA, Genova, Italy), Marina Resta (University of Genova, Italy),
and Gennady M. Verkhivker (University of Kansas, USA).

July 2007 Francesco Masulli
Sushmita Mitra

Gabriella Pasi
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Derivative Information from Fuzzy Models . . . . . . . . . . . . . . . . . . . . . . . . . . 61
Paulo Salgado and Fernando Gouveia

The Genetic Development of Uninorm-Based Neurons . . . . . . . . . . . . . . . . 69
Angelo Ciaramella, Witold Pedrycz, and Roberto Tagliaferri

Using Visualization Tools to Guide Consensus in Group Decision
Making . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

Sergio Alonso, Enrique Herrera-Viedma, Francisco Javier Cabrerizo,
Carlos Porcel, and A.G. López-Herrera
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Przemys�law Górecki and Laura Caponetti

A Flexible System for the Retrieval of Shapes in Binary Images . . . . . . . . 370
Gloria Bordogna, Luca Ghilardi, Simone Milesi, and Marco Pagani

Fuzzy C-Means Segmentation on Brain MR Slices Corrupted by
RF-Inhomogeneity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 378

Edoardo Ardizzone, Roberto Pirrone, and Orazio Gambino

Dilation and Erosion of Spatial Bipolar Fuzzy Sets . . . . . . . . . . . . . . . . . . . 385
Isabelle Bloch

About the Embedding of Color Uncertainty in CBIR Systems . . . . . . . . . 394
Fabio Di Donna, Lucia Maddalena, and Alfredo Petrosino

Evolutionary Cellular Automata Based-Approach for Edge Detection . . . 404
Sihem Slatnia, Mohamed Batouche, and Kamal E. Melkemi

Special Session Third International Workshop on
Cross-Language Information Processing (CLIP 2007)

The Multidisciplinary Facets of Research on Humour . . . . . . . . . . . . . . . . . 412
Rada Mihalcea

Multi-attribute Text Classification Using the Fuzzy Borda Method and
Semantic Grades . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 422

Eugene Levner, David Alcaide, and Joaquin Sicilia

Approximate String Matching Techniques for Effective CLIR Among
Indian Languages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 430

Ranbeer Makin, Nikita Pandey, Prasad Pingali, and Vasudeva Varma

Using Translation Heuristics to Improve a Multimodal and Multilingual
Information Retrieval System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 438

Miguel Ángel Garćıa-Cumbreras, Maria Teresa Mart́ın-Valdivia,
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Abstract. In this paper, we propose a new approach to deal with beliefs
by supposing that a rational agent has a degree of trustiness for each
information it disposes of. We propose (i) a new framework for dealing
with imprecise beliefs and desires; (ii) two algorithms for updating the
mental state of an agent in this new setting; (iii) three ways for comparing
the resulting fuzzy set of desires and (iv) two postulates which the goal
election function must obey.

1 Introduction

A rational agent changes its goals if something changes in its mental state. In
this work, the mental state is represented by three components: a set of beliefs;
a set of desires/motivations; and a set of relations between beliefs and desires.
In [2], the concept of belief is considered as an all-or-nothing concept: either an
agent believes something or it does not. It has been argued this is not the best
way to represent the concept of belief [5]. In this paper a more realistic approach
to representing beliefs is taken. We assume an agent has a degree of trustiness
which expresses how strongly it believes a piece of information. Two well-known
theories are suitable to dealing with such a situation, namely probability and
fuzzy set theory. However, probability theory requires statistical information on
the frequency of events, which in many applications is hard or even impossible to
obtain. A sensible choice is thus to regard the degree of trustiness of a belief as
a fuzzy degree of truth. As a consequence, the set of current desires of an agent
is fuzzy. Therefore, a new method to change the goal set of an agent given new
information or a new desire must be considered. We propose (i) a new framework
for dealing with imprecise beliefs and desires; (ii) two algorithms for updating
the mental state of the agent in this new setting; (iii) three ways for comparing
the resulting fuzzy sets of desires and (iv) two postulates which the goal election
function, which determines the set of desires an agent decides to pursue as goals,
must obey.

2 Preliminaries

In this section, we propose a fuzzy logic-based formalism which will be used
throughout the paper, as well as the three components of the mental state of an
agent.

F. Masulli, S. Mitra, and G. Pasi (Eds.): WILF 2007, LNAI 4578, pp. 1–8, 2007.
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Desires (obligations or motivations) are necessary but not sufficient conditions
for action. When a desire is met by other conditions that make it possible for an
agent to act, that desire becomes a goal. Therefore, given this technical definition
of a desire, all goals are desires, but not all desires are goals.

We distinguish two crisp sets of atomic propositions (or atoms): the set D of
all possible desires and the set K of all possible knowledge items. For the sake
of simplicity, we make the assumption that desires and knowledge items are on
completely different levels: a desire is not a piece of knowledge and vice versa.
However, desires can depend on knowledge, while knowledge never depends on
desires.

2.1 A Fuzzy Representation Formalism

Unlike [2], we assume here that an agent does not always trust its beliefs com-
pletely. This may depend on the reliability of its information sources. Here we
are not interested in the computation of such reliabilities; we merely assume
that, for an agent, a belief has a truth degree in [0, 1].

The fuzzy counterpart of a desire-generating rule defined in [2] is defined as
follow:

Definition 1 (Desire-Generating Rule). A desire-generating rule is an ex-
pression of the form b∧ . . .∧bn∧d1∧ . . .∧dm � d, or δ � d, where bi ∈ {p,¬p}
for some p ∈ K, dj ∈ {q,¬q} for some q ∈ D, d ∈ D, d �= dj for all j, and
δ ∈ (0, 1].

The meaning of the first type of desire-generating rule is “if an agent believes
b1, . . . , bn and desires d1, . . . , dm, then an agent possibly desires d as well”. The
meaning of the second type of rule is “the agent inconditionally desires d to
degree δ”.

Given a desire-generating rule R, we shall denote lhs(R) the set of literals that
make up the conjunction on the left-hand side of R, and rhs(R) the atom on
the right-hand side of R. Furthermore, if S is a set of rules, we define rhs(S) =
{rhs(R) : R ∈ S}.

Definition 2 (State of an Agent). The state of an agent is completely de-
scribed by a triple S = 〈B,RJ ,J 〉, where

– B is a fuzzy set of atoms (beliefs) on the universe of discourse K;
– J is a fuzzy set of atoms (desires) on the universe of discourse D;
– RJ is a set of desire-generating rules, such that, for each desire d, RJ con-

tains at most one rule of the form δ � d.

The membership degree of an atom in B is the degree to which an agent believes
the information represented by the atom. RJ contains the rules which generate
desires from beliefs and other (more basic) desires. J contains all desires which
may be deduced from the agents’s desire-generating rule base, given the agent’s
beliefs and the agent’s desires.
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Definition 3 (Degree of Activation of a Desire-Generating Rule). Let
R be a desire-generating rule. The degree af activation of R, Deg(R), is given
by Deg(R) = min{B(b1), . . . ,B(bn),J (d1), . . . ,J (dm)} for rules of the first type,
and by Deg(R) = δ if R = δ � d.

Finally, we do not expect a rational agent to formulate desires out of whim,
but based on some rational argument. To model that state of affairs, desire-
generating rules play the role of rational arguments. We define the degree to
which a desire is justified as follows.

Definition 4 (Degree of justification of a desire). The degree of justifica-
tion of desire d, J (d) = maxR∈RJ :rhs(R)=d Deg(R), represents how rational it is
the fact that an agent desires d.

3 Changes in the State of an Agent

The acquisition of a new belief with a given degree of trustiness in state S,
may cause a change in the belief set B and this may also cause a change in the
desire set J with the variation of the justification degree of desires. Likewise,
the arising of a new desire with a given degree may also cause changes in the
desire set J .

3.1 Changes in the Set of Beliefs Caused by a New Belief

To account for changes in the belief set B caused by the acquisition of a new
belief, we define a new operator for belief change, noted ∗, which is an adaptation
of the well known AGM operator for belief revision [1] to the fuzzy belief setting,
in the spirit of [6].

Definition 5 (Belief Change Operator). Let ∗ be the belief change operator.
Let b ∈ K be an atomic knowledge item and α

l , with l ∈ {b,¬b}, a piece of
information concerning b, with a trustiness degree of α ∈ [0, 1]. Let B be a fuzzy
set of beliefs. The new fuzzy set of beliefs B′ = B ∗ α

l is such that:

B′(b) =
{
B(b).(1− α) + α, if l = b;
B(b).(1− α), if l = ¬b. (1)

Proposition 1. If l = b, i.e., if the new piece of information does not contradict
b, applying the operator ∗ makes the truth degree of b increase, i.e., B′(b) ≥ B(b).

Proof. If B(b) = 0 the result is obvious. Otherwise, if B(b) > 0, since 0 ≤
1 − α ≤ 1, we have 0 ≤ B′(b) − B(b) ≤ α. α is greather or equal than zero and
then B′(b)− B(b) ≥ 0.

Proposition 2. If l = ¬b, i.e., if the new piece of information contradicts b,
applying the operator ∗ makes the truth degree of b decrease, i.e., B′(b) ≤ B(b).

Proof. B′(b′)− B(b′) = B(b) ∗ (1− α) − B(b) = −B(b) ∗ α ≤ 0.
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The semantics of our belief change operator is defined by the following propper-
ties. Here B represents a fuzzy belief set, l an acquired trusted information, Sup
is the function which returns the support of a fuzzy set, and ∪, ∩, ⊆ and ⊇ are
fuzzy operators.

– (P ∗ 1)(Stability) The result of applying * in B with l is always a fuzzy set
of beliefs: B ∗ α

l is a fuzzy set of beliefs.
– (P ∗ 2)(Expansion) If l = b, the fuzzy set of information expands: Sup(B ∗

α
l ) ⊇ Sup(B).

– (P ∗ 3)(Shrinkage) If l = ¬b, the fuzzy set of beliefs shrinks: Sup(B ∗ α
l ) ⊆

Sup(B).
– (P ∗ 4)(Invariance) If the new information is completely untrusted, i.e., α =

0, invariance holds: (α = 0)⇒ (B ∗ α
l = B).

– (P ∗ 5)(Predictability) The result of applying ∗ contains all beliefs in Sup(B∪
{α

l }): Sup(B ∗ α
l ) ⊇ Sup(B ∪ {α

l }).
– (P ∗ 6)(Identity) The result of applying ∗ does not depend on the particular

information. If l1(∈ {b1,¬b1}) = l2(∈ {b2,¬b2}) and α1 = α2: B∗α1
l1

= B∗α2
l2
.

3.2 Changes in the Fuzzy Desire Set Caused by a New Belief

The acquisition of a new belief may induce changes in the justification degree of
some desires. More generally, the acquisition of a new belief may induce changes
in the belief set of an agent which in turn may induce changes in its desire set.
Let α

l , with l ∈ {b,¬b}, be a new belief which is trusted by an agent to degree α.
To account for the changes in the desire set caused by this new acquisition, we
must consider each rule R ∈ RJ such that b ∈ lhs(R) or ¬b ∈ lhs(R), in order
to update the justification value of the desire rhs(R). In other words, the new
desire set J ′ is such that J ′ = f(B′,RJ ,D), with B′ = B ∗ α

l . The set RJ does
not change.

Let Ck be the set containing all desires such that their justification degree
changes in the step k, i.e., ∀d ∈ Ck, J ′k(d) �= J ′k−1(d). The algorithm to
compute the new desire set J ′ is given in Figure 1.

Observation 1. If the new information is not contradictory:

J ′ =
∞⋃

k=0

J ′k.

Proof. According to Proposition 1, for all b we have B′(b) ≥ B(b). Therefore, the
degree of all desires d in the new desire set J ′ may not decrease, i.e., for all k,
J ′k(d) ≥ J ′k−1(d).

Observation 2. If the new information is contradictory:

J ′ =
∞⋂

k=0

J ′k.
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1. B′ ← B ∗ α
l ; k ← 1; C0 ← ∅;

2. For each d ∈ D do
(a) consider all Ri ∈ RJ such that rhs(R) = d;
(b) calculate their respective degrees Deg(Ri) considering B′;
(c) J ′

0(d)← maxRi
Deg(Ri);

(d) if J ′
0(d) 
= J (d) then C0 ← C0 ∪ {d}.

3. repeat
(a) Ck ← ∅;
(b) for each d ∈ Ck−1 do

i. for all Rj ∈ RJ such that d ∈ lhs(Rj) do
A. calculate their respective degrees Deg(Rj) considering J ′

k−1(d);

B. J ′
k(rhs(Rj))← maxRi|rhs(Ri)=rhs(Rj) Deg(Ri);

C. if J ′
k(rhs(Rj)) 
= J ′

k−1(rhs(Rj)) then Ck ← Ck ∪ {rhs(Rj)}.
ii. k ← k + 1.

4. until Ck−1 = ∅.
5. for all d, J ′(d) is given by the following equation:

J ′
(d) =

�J (d), if d 
∈ C;
J ′

i (d), otherwise,
(2)

where i is such that d ∈ Ci and ∀j 
= i if d ∈ Cj then j ≤ i, i.e., the justification degree of a
“changed” desire is the last degree it takes.

Fig. 1. An algorithm to compute the new desire set upon arrival of a new belief. The
set of “changed” desires is C =

�∞
k=0 Ck.

Proof. According to Proposition 2, for all b we have B′(b) ≤ B(b). Therefore, the
degree of all desires d in the new desire set J ′ may not increase, i.e., for all k,
J ′k(d) ≤ J ′k−1(d).

3.3 Changes Caused by a New Desire

The acquisition of a new desire may cause changes in the fuzzy desire set and
in the desire-generating rule base. In this work, for the sake of simplicity, we
consider only new desires which are not dependent of beliefs and/or other desires.
A new desire, justified with degree δ, implies the addition of the desire-generation
rule δ � d into RJ , resulting in the new base R′J . By definition of a desire-
generating rule base, R′J must not contain another δ′ � d with δ �= δ′. How
does S change with the arising of the new desire (d, δ)?

– Any rule δ′ � d with δ �= δ′ is retracted from RJ ,
– δ � d is added to RJ ,

It is clear that the arising of a new desire does not change the belief set of the
agent.

The new fuzzy set of desires J ′ = g(B,R′J) is computed by the follwing
algorithm:

4 Comparing Fuzzy Sets of Desires

An agent may have many desires. However, it is essential to be able to represent
the fact that not all desires have the same importance or urgence for a rational
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1. if {δ′ � d} ∈ RJ then R′
J ← (RJ \ {δ′ � d}) ∪ {δ � d};

else R′
J ← RJ ∪ {δ � d};

2. k ← 1; C0 ← {d}; J ′
0(d)← δ;

3. repeat
(a) Ck ← ∅;
(b) for each d ∈ Ck−1 do

i. for all Rj ∈ R′
J such that d ∈ lhs(Rj) do

A. calculate their respective degrees Deg(Rj) considering J ′
k−1(d);

B. J ′
k(rhs(Rj))← maxRi|rhs(Ri)=rhs(Rj) Deg(Ri);

C. if J ′
k(rhs(Rj)) 
= J ′

k−1(rhs(Rj)) then Ck ← Ck ∪ {rhs(Rj)}.
ii. k ← k + 1.

4. until Ck−1 = ∅.
5. for all d, J ′(d) is given by Equation 2.

Fig. 2. An algorithm to compute the new desire set upon the arisal of a new desire

agent. A natural choice for representing the importance of desires would be to
adopt the notion of utility. A utility function for desires is a function u : D → IR
which associates a real value, utility, to all desires.

We can extend this notion to the case of desire sets. In this paper, we dis-
tinguish three cases. In the first case we dispose of qualitative utilities; in the
second case we dispose of qualitative utilities; in the last case we do not dispose
of utilites. In all three cases, the preference relation between two fuzzy sets of
desires is noted �.

4.1 Comparing Sets of Desires Under Qualitative Utility

We adopt the notion of pessimistic utilities [4] and optimistic utilities [7] for the
purposes of our work.

Definition 6 (Pessimistic Utility). Let J be a fuzzy set of desires, and u :
D → [0, 1] the function wich maps a desire to a qualitative utility. The pessimistic
utility of J , UPes(J ), is given by:

UPes(J ) = min
d

max(1− J (d), u(d))

If all desires d in J are completetly justified, i.e., J (d) = 1 ∀d, the pessimistic
utility of J is equal to the utility of the less important desire.

Definition 7 (Optimistic Utility). Let J be a fuzzy set of desires, and u :
D → [0, 1] the function wich maps a desire to a qualitative utility. The optimistic
utility of J , UOpt(J ), is given by:

UOpt(J ) = max
d

min(J (d), u(d))

If all desires d in J are completetly justified, the optimistic utility of J is equal
to the utility of the most important desire.

Definition 8 (Preference between Fuzzy Sets of Desires). Given two
fuzzy sets of desires J1 and J2, JD1 is preferred to J2, in symbols J1 � J2, iff
UPes(J1) > UPes(J2); or UPes(J1) = UPes(J2) and UOpt(J1) ≥ UOpt(J2).
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4.2 Comparing Sets of Desires Under Quantitative Utility

In case we dispose of quantitative utilities, the utitily of a fuzzy set of desires
may be calculated as follows.

Definition 9 (Quantitative Utility). Let J be a fuzzy set of desires, and
u : D → IR a function wich maps a desire to a real value. The utility of J is

U(J ) =
∑
d∈J

u(d) · J (d).

Definition 10 (Preference between Fuzzy Sets of Desires). A fuzzy set
of desire J1 is prefered to J2, in symbols J1 � J2, iff U(J1) ≥ U(J2).

4.3 Comparing Sets of Desires Without Utilities

In case we do not dispose of utilities, we can still compare sets of desires by
using the justification degrees of their elements. We consider two parameters:
the possibility Π(J ) and the necessity N(J ) that the fuzzy set J is justified.
Π(J ) = maxd J (D) represents how possibly justified is the fuzzy set J .

Π(J ) = 0 means that J is certainly not a desire set of the agent. Π(J ) = 1
means that it would not be surprising at all if J were the desire set of the agent.
N(J ) = 1−maxd∈rhs(RJ )(1−J (d)) represents how surely justified is the set

J . That is because we consider only desires which are justified, i.e., desires in the
right hand side of a desire-generation rule with a nonzero justification degree,
instead of the entire set of possible desires. N(J ) = 0 means that it would not
be surprising at all if J were not a set of desires of the agent. N(J ) = 1 means
that it is certainly true that J is a set of desires of the agent.

Definition 11 (Preference between Fuzzy Sets of Desires). A fuzzy set
of desire J1 is preferred to a fuzzy set of desires J2, in symbols J1 � J2, iff
N(J1) > N(J2); or N(J1) = N(J2) and Π(J1) ≥ Π(J2).

5 Goal Sets

The main point about desires is that we expect a rational agent to try and
manipulate its surrounding environment to fulfill them. In general, considering
a planning problem P to solve, not all desires can be fulfilled at the same time,
especially when there is not a solution plan which allows to reach all of them
at the same time. We assume we dispose of a P-dependent function FP wich,
given a fuzzy set of beliefs B and a set of desires J , returns a degree γ which
corresponds to the certainty degree of the most certain solution plan found [3].
We may call γ the degree of feasibility of J given B, i.e., FP(B,J ) = γ. In
general, a rational agent will try to reach a set of desires which first of all has a
suitable degree of feasibility. The preference criterion comes into play in a second
time.
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Definition 12 (γ-Goal Set). A γ-goal set, with γ ∈ [0, 1], in state S is a fuzzy
set of desires G such that:

1. Sup(G) ⊆ Sup(J );
2. FP(B,G) ≥ γ.

Postulates of a γ-Goal Set Election Function

In general, given a fuzzy set of desires J , there may be more than one possible
γ-goal sets G. However, a rational agent in state S = 〈B,J ,RJ 〉 will elect as the
set of goals it is pursuing one precise goal set G∗, which depends on S.

Let us call Gγ the function which maps a state S into the γ-goal set elected
by a rational agent in state S: G∗ = Gγ(S). A goal election function Gγ must
obey two fundamental postulates:

– (G� 1) ∀S, Gγ(S) is a γ-goal set;
– (G� 2) ∀S, if G is a γ-goal set, then Gγ(S) � G, i.e., a rational agent always

selects the most preferrable γ-goal set.

6 Conclusion

A new framework for dealing with imprecise beliefs and desires in rational agents
has been proposed, based on an AGM-like belief change operator; two algorithms
for updating the mental state of an agent in this new setting and three ways
for comparing the resulting fuzzy set of desires have been given. Finally, two
fundamental postulates any rational goal election function should obey have
been stated. This work is the natural fuzzy extension of previous work carried
out in the field of BDI (belief-desire-intention) agents.
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Università degli Studi di Milano–Bicocca
Dipartimento di Informatica, Sistemistica e Comunicazione,

Via Bicocca degli Arcimboldi 8, 20126 Milano (Italy)
{bianucci, cattang, ciucci}@disco.unimib.it

Abstract. The standard approach to information entropy applied to
partitions of a universe is equivalently formulated as the entropy of the
corresponding crisp identity resolutions, interpreted as crisp granula-
tions, by the corresponding characteristic functionals. Moreover, in this
crisp context the co–entropy notion is introduced. The extension to the
case of fuzzy identity resolutions, a particular case of fuzzy granulation,
is studied.

1 Entropy of Abstract Discrete Probability Distributions

In this section we briefly discuss the abstract approach to information theory,
involving suitable finite sequences of numbers from the real unit interval [0, 1],
each of which can be interpreted as a probability of occurrence of something,
without any reference to a concrete universe X . To be precise, a length N proba-
bility distribution is a vector p = (p1, p2, . . . , pN) in which: (pd-1) every p1 ≥ 0
and (pd-2)

∑n
i=1 pi = 1. In this abstract context, a length N random variable

is a real vector a = (a1, a2, . . . , aN ) in which each component is a real number:
ai ∈ R for any i. For a fixed length N random variable a and a length N proba-
bility distribution p, the numbers ai are interpreted as possible values of a and
the quantities pi as the probability of occurrence of the event “a = ai” (thus, pi

can be considered as a simplified notation of p(ai)) (see [1, p.5]).
Hence, the average (or mean) value of the random variable a with respect to

a probability distribution p is given by Av(a,p) =
∑N

i=1 ai · pi.
In particular, to any probability distribution p = (p1, p2, . . . , pN) it is possible

to associate the information random variable I[p] = (I(p1), I(p2), . . . , I(pN )),
where for every p ∈ (0, 1] it is I(p) := − log(p), whose mean value with respect to
the probability distribution p, called the entropy of the probability distribution
and denoted byH(p), is explicitly expressed by the formula (with the convention
0 log 0 = 0):

H(p) = −
N∑

i=1

pi log pi (1)

with 0 ≤ H(p) ≤ logN . Let us recall that the real number I(p) := − log(p) is a
measure (called the Hartley measure [2]) of the uncertainty due to the knowledge

F. Masulli, S. Mitra, and G. Pasi (Eds.): WILF 2007, LNAI 4578, pp. 9–19, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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of a probability since if the probability is 1, then there is no uncertainty and so
its corresponding measure is 0. Moreover, any probability different from 1 (and
0) is linked to some uncertainty whose measure is greater than 0 in such a way
that the lower is the probability, the greater is the corresponding uncertainty
measure. Hence, the entropy of a probability distribution p can be considered
as a quantity which in a reasonable way measures the average amount of un-
certainty associated with this distribution, expressed as the mean value of the
corresponding information random variable I[p].

2 Entropy and Co–entropy of Partitions

Now we apply the just discussed notion of information entropy to the concrete
case of partitions of a finite nonempty universe X . A partition of X is a finite
collection π = {A1, A2, . . . , AN} of nonempty subsets Ai of X which are pairwise
disjoints and whose set theoretic union is X . Elements Ai forming the partition
π are considered as granules of some knowledge associated with the partition.
As it is well known, a partition π is equivalently described by an equivalence
(reflexive, symmetric and transitive) relation on X formally written as (x, y)R
iff ∃Aj ∈ π : x, y ∈ Aj , and this equivalence relation expresses the fact that
two objects x and y of the universe cannot be distinguished relatively to the
knowledge supported by the partition. The equivalence relation is in this way
interpreted as an indistinguishability relation (see [5], [6], [7]). In this sense a
partition furnishes a granulation of the universe X by “crisp” granules, also
if in the sequel we adopt a weaker notion of granulation linked to a measure
distribution assigned to every equivalence class Ai of the partition.

Given a partition π, the subsets Ai ∈ π are the elementary events of the
measure distribution m(π) = (|A1|, |A2|, . . . , |AN |), where the measure of the
event Ai is an application to it of the so–called counting measure mc(Y ) :=
|Y | (the cardinality measure) for any arbitrary subset Y of X . This measure
distribution satisfies the conditions: (md-1) every |Ai| > 0; (md-2) its total
measure is M(π) :=

∑N
i=1 |Ai| = |X |. The probability of occurrence of the event

Ai is then given by p(Ai) = |Ai|
|X| . In this way we have generated the probability

distribution p(π) := (p(A1), p(A2), . . . , p(AN )), depending from the partition
π. This probability distribution satisfies the conditions: (pd-1) every p(Ai) >
0; (pd-2) its total probability is P (π) :=

∑N
i=1 p(Ai) = 1. According to (1),

the entropy of this probability distribution, simply written as H(π) instead of
H(p(π)), is then

H(π) = −
∑

p(Ai) log p(Ai) = −
N∑

i=1

|Ai|
|X | log

|Ai|
|X | (2)

In particular, we can consider the trivial partition πt = {X} (consisting of the
unique set X) and the discrete partition πd = {{x1}, {x2}, . . . , {x|X|}} (the
collection of all singletons from the universe X = {x1, x2, . . . , x|X|} of car-
dinality |X |). In these two particular partitions the associated entropies are
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H(πt) = 0 and H(πd) = log |X | and for any other partition π of the same
universe X one has the following inequalities: 0 = H(πt) ≤ H(π) ≤ H(πd) =
log |X |, with H(π) = 0 iff π = πt and H(π) = log |X | iff π = πd.

Note that the entropy (2) associated with a probability distribution π assumes
also the following form:

H(π) = log |X | − 1
|X |

N∑
i=1

|Ai| log |Ai| (3)

Hence, if one introduces the co–entropy of the partition π defined as

E(π) :=
1
|X |

N∑
i=1

|Ai| log |Ai| (4)

then the (3) leads to the identity:

∀π, H(π) + E(π) = log |X | (5)

i.e., the quantity E(π) is the “entropy” which complements H(π) with respect
to the constant value log |X |. Let us stress, with particular regard to the fuzzy
generalization discussed in the sequel, that since any |Ai| ≥ 1 also the co–entropy
is a non negative quantity whatever be the involved partition: formally, for every
partition π, E(π) ≥ 0. Moreover, also in this case we have the inequalities:
∀π, 0 = E(πd) ≤ E(π) ≤ E(πt) = log |X |, with E(π) = 0 iff π = πd and
E(π) = log |X | iff π = πt.

It is possible to consider two (non–negative) discrete random variables gener-
ated by a partition π:

(G-RV). The granularity random variable G(π) = (log |A1|, log |A2|, . . . ,
log |AN |), each component of which G(Ai) := log |Ai| expresses the measure
of the granularity supported by the granule Ai of the partition π.

(U-RV). The uncertainty random variable I(π) = (− log p(A1),− log p(A2),
. . . ,−p(AN)), each component of which I(Ai) := − log p(Ai) expresses (accord-
ing to the general discussion of section 1) the uncertainty measure related to the
probability of occurrence of the event Ai of the partition π.

The relationship between the uncertainty measure and the granularity mea-
sure of Ai is similar to the (5): ∀Ai, G(Ai)+ I(Ai) = log |X |, with G(Ai) (resp.,
I(Ai)) increasing (resp., decreasing) mapping. With respect to the now intro-
duced random variables, we have that E(π) =

∑N
i=1G(Ai) · p(Ai), i.e., the

co–entropy furnishes the average granularity measure, and H(π) =
∑N

i=1 I(Ai) ·
p(Ai), i.e., the entropy furnishes the average uncertainty measure related to π.

2.1 Partitions Induced from Information Systems

Let us recall that in the context of partitions of a concrete universe, as the
support structure of the Pawlak approach to rough set theory, the above co–
entropy has been introduced in [4]. In particular, these considerations can be
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applied to the case of a (complete) Information System (IS), formalized by a
triple IS := 〈X,Att, F 〉 consisting of a nonempty finite set X of objects, a
nonempty finite set of attribute Att, and a mapping F : X × Att → V which
assigns to any object x ∈ A the value F (x, a) assumed by the attribute a ∈ Att
[5], [7], [3]. Indeed, in the IS case the partition of the universe of objects X
generated by a set of attributesA, denoted by πA(IS), consists of the equivalence
classes of objects which are indistinguishable with respect to the information
furnished by the attributes in A, formalized by the equivalence relation: (x, y) ∈
RA iff ∀a ∈ A, F (x, a) = F (y, a).

Example 1. Consider the (complete) information system based on the finite uni-
verse X = {1, 2, 3, 4} and finite set of attributes Att = {a0, a1, a2}. The infor-
mation system is given by the following information table:

x ∈ X fa0(x) fa1(x) fa2(x)
1 A G S
2 A R S
3 T G M
4 T G L

The meaning of the attributes of this example could be the following: a0 is the
shape of the object (A as arched and T as thin), a1 is the color (G as green and
R as red), a2 is the dimension (S as small, M as medium and L as large). We
have the following partitions, one for each possible collection of attributes:

π(a0) = {{1, 2}, {3, 4}}, π(a1) = {{1, 3, 4}, {2}},
π(a2) = {{1, 2}, {3}, {4}}= π(a0, a2),

π(a0, a1) = {{1}, {2}, {3, 4}}, π(a1, a2) = {{1}, {2}, {3}, {4}}= π(a0, a1, a2)

2.2 Partition Entropy on a Finite Measure Space

Let us see now some generalizations of the partition entropy notion, making the
following

Notational Convention: From now on, if no confusion is likely, the counting
measure mc (resp., probability pc) will be simply denoted by m (resp., p).

This notational convention is very useful from the general point of view. In-
deed, the treatment of the entropy partition performed in the previous section
is formally based on the structure of the measure space 〈X, Eπ(X),mc〉 in which
the universe is constrained to the strong condition of being a finite set and the
involved measure is the very particular counting measure assigning to any (finite)
measurable subset E ∈ Eπ(X) the corresponding cardinality mc(E) = |E|.

This approach can be extended to the more general case of a measurable
space with finite measure 〈X, E(X),m〉 where X is a (non necessarily finite)
universe, E(X) a fixed σ–algebra of its measurable subsets, and m : E(X) �→ R+
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a finite measure on E(X), i.e., such that m(X) < ∞. Note that this condition
imply (for the standard monotonicity property of a generic measure) that for any
E ∈ E(X), m(E) ≤ m(X) < ∞. Indeed, all the results previously proved, and
all the results which we shall prove in the sequel, are formulated in such a way
that they hold in this general framework, instead of the very narrow situation
of a finite universe with the counting measure. It is only necessary to consider
the so–called measurable partitions of X , i.e., finite (or in general, with a slight
modification about convergence, countable) families π = {E1, E2, . . . , EN} of
measurable subsets of X (for any i, Ei ∈ E(X)) such that: (pp-1) m(Ei) >
0 (strictly positiveness); (pp-2) m(Ei ∩ Ej) = 0 (measurable disjointness);
(pp-3) m(∪iEi) =

∑N
i=1m(Ei) = m(X) (normalization). Of course, any stan-

dard partition π of X is also a measure partition, i.e., we have an enrichment of
the usual notion of partition.

Given a probability partition π, the corresponding vector p(π) =
(

m(E1)
m(X) ,

m(E2)
m(X) , . . . ,

m(EN )
m(X)

)
is a probability distribution. More generally, we have the

probability space 〈X, E(X), pm〉, where pm(E) = m(E)
m(X) is a probability measure

on the σ–algebra E(X) generated by the finite measure m.
As examples of this general situation, let us mention any Lebesgue measurable
subset X of Rn of finite Lebesgue measure μ(X) <∞. For instance, a bounded
interval of R, a bounded rectangle and a circle of R2, a bounded parallelepiped
or a sphere in R3, and so on.

Let us stress that also in the case of a finite universe the just defined notion
of probability partition leads to an enrichment of the usual family of partitions.

Example 2. Let us consider a biased die modelled by a probability space
〈X,A(X), p〉 with X = {1, 2, 3, 4, 5, 6},A(X) = P(X), and the probability func-
tion generated on A(X) by the probabilities defined for any elementary event
{i} of the involved universe X by the probability distribution p =(p({1}) = 2/6,
p({2}) = 1/6, p({3}) = 1/6, p({4}) = 1/6, p({5}) = 1/6, p({6}) = 0).
The probability of the generic subset (event) A of X is given by the rule:
p(A) =

∑
i∈A p({i}). We have in particular that p(X) =

∑
i∈X p({i}) = 1.

Then the families of events π1 = {A1 = {1, 2, 6}, A2 = {4, 6}, A3 = {5, 6}}
and π2 = {B1 = {1, 2, 3}, B2 = {4, 5}} are probability partitions which are not
standard. The former π1 is a covering of X and the latter π2 is not a covering,
but its two subsets are disjoint.

2.3 Partitions as Identity Resolutions by Crisp Sets (Sharp
Granulations)

In this section we show that any partition can be identify with an “identity
resolution by crisp sets. To be precise, given a partition π = {A1, A2, . . . , AN}),
if one introduces the characteristic functional χAi : X �→ {0, 1} of any set Ai

defined for any point x ∈ X as χAi(x) = 1 if x ∈ Ai and = 0 otherwise, then the
collection of characteristic functionals C(π) := {χA1 , χA2 , . . . , χAN } associated
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with the partition π is a crisp (sharp) identity resolution, i.e., a family of crisp sets
such that the following property holds: ∀x ∈ X,

∑N
i=1 χAi(x) = 1 . Denoting

by 1 the identity mapping assigning to any point x ∈ X the value 1(x) = 1,
we can also say that the family of crisp sets C(π) satisfies the functional crisp
identity resolution condition:

N∑
i=1

χAi = 1 (6)

Of course, partitions and identity resolutions can be identified by the one-to-one
and onto correspondence

π = {A1, A2, . . . , AN} ←→ C(π) := {χA1 , χA2 , . . . , χAN} (7)

The condition (6) defines the identity resolution by crisp sets C(π) = {χAi ∈
{0, 1}X : i = 1, 2, . . . , N} as a crisp granulation of the universe X , in which any
crisp set χAi is a granule. Then, the counting measure of the elementary event
Ai by its crisp granule representation χAi is given by

m(Ai) =
∑
x∈X

χAi(x) = |Ai| (8)

The probabilities associated to any event Ai can also be expressed as a proba-
bility of the corresponding crisp granule χAi by the equation

p(Ai) =
1

m(X)
m(Ai) =

1
m(X)

∑
x∈X

χAi(x) (9)

and the entropy (2) and co–entropy (4) generated by π are given now by

H(π) = logm(X)− 1
m(X)

N∑
i=1

m(Ai) logm(Ai) (10a)

E(π) =
1

m(X)

N∑
i=1

m(Ai) logm(Ai) (10b)

with the standard result ∀π, H(π) + E(π) = logm(X).

3 Fuzzy (Unsharp) Granulations

An immediate generalization of crisp identity resolution (as a finite collection of
crisp sets C := {χi ∈ {0, 1}X : i = 1, 2, . . . , N} whose sum is, according to (6),
the identity mapping

∑N
i=1 χi = 1) is the notion of fuzzy identity resolution as

a finite collection of fuzzy sets F := {ωi ∈ [0, 1]X : i = 1, 2, . . . , N} such that
the functional identity resolution condition

∑N
i=1 ωi = 1 holds. Generalizing the

(8), the measure of a generic fuzzy set ω ∈ [0, 1]X of a finite universe X can be
defined as follows

m(ω) :=
∑
x∈X

ω(x) (11)
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Definition 1. A fuzzy (also unsharp) granulation of the universe X is defined
as a collection of fuzzy sets F = {ωi ∈ [0, 1]X : i = 1, 2, . . . , N}, whose elements
ωi are said to be fuzzy granules, under the condition of total measure M(F) :=∑N

i=1m(ωi) = |X |.

Thus, the condition of fuzzy granulation is dependent from the measure m(ωi)
of each fuzzy granule ωi ∈ F given by (11), provided its total measure is the
cardinality of the universe. Let us stress that in practical applications some
further regularity conditions are usually (hiddenly, in the sense of non explicitly
formalized) involved. Let us quote two of them which in this paper are tacitly
assumed.

Non–redundancy of the granulation, formally expressed by the fact that if in
a fuzzy granulation F two fuzzy granules ωi, ωj ∈ F are such that ωi ≤ ωj

(in the pointwise ordering, i.e., for every x ∈ X one has ωi(x) ≤ ωj(x)), then
ωi = ωj .

Covering of the universe X , i.e., for any point x ∈ X there must exists at least
a fuzzy granule ωi ∈ F such that ωi(x) �= 0.

Let us note that any fuzzy identity resolution, F = {ωi ∈ {0, 1}X : i =
1, 2, . . . , N} is necessarily a fuzzy granulation since

∑N
i=1m(ωi) =

∑N
i=1

∑
x∈X

ωi(x) =
∑

x∈X

∑N
i=1 ωi(x) = |X |. The vice versa in general is not true as the

following example shows.

Example 3. In the finite universe X = {1, 2, 3, 4, 5}, let us consider the fuzzy
granulation consisting of the two fuzzy sets ωi, i = 1, 2, defined by the table

1 2 3 4 5 m(ωi)

ω1 1 1/2 1/2 1/2 0 5/2
ω2 1/2 0 1/2 1 1/2 5/2

Then m(ω1) = m(ω2) = 5/2, from which
∑

i=1,2m(ωi) = 5 = |X |. But, for
instance, ω1(4) + ω2(4) = 3/2 �= 1.

Moreover, any fuzzy identity resolution is a covering fuzzy granulation, but in
general there is no certainty about the non–redundancy condition.

Example 4. In the case of the universe X = {1, 2, 3} the following fuzzy iden-
tity resolution of two fuzzy sets furnishes a fuzzy granulation of X which is
redundant.

1 2 3 m(ωi)

ω1 1/2 1 1/2 2
ω2 1/2 0 1/2 1

Indeed, m(ω1) +m(ω2) = 3, but ω2(x) ≤ ω1(x) whatever be x.
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3.1 Entropy and (Possible Negative) Co–entropy for Fuzzy
Granulation

In the case of a fuzzy granulation, for any of its fuzzy granule ωi it is possible
to assign the non–negative number (and compare with (9)):

p(ωi) =
1

M(F)
m(ωi) =

1
M(F)

∑
x∈X

ωi(x) (12)

whose collection p(F) = (p(ω1), p(ω2), . . . , p(ωN)) is a probability distribution
since trivially: (pd-1) for any i it is p(ωi) ≥ 0 and (pd-2)

∑N
i=1 p(ωi) = 1. The

entropy of the fuzzy granulation F is then the one generated by this probability
distribution, which as usual is given by the real non–negative quantity

0 ≤ H(F) = −
N∑

i=1

p(ωi) log p(ωi) ≤ logN (13)

Trivially, by (12) and recalling that the total measure of the fuzzy covering F is
M(F) = |X |, one gets that

H(F) = − 1
M(F)

N∑
i=1

m(ωi) log
m(ωi)
M(F)

(14)

and so also in this case we can introduce the co–entropy of the fuzzy granulation
F as the quantity

E(F) =
1

M(F)

N∑
i=1

m(ωi) logm(ωi) (15)

obtaining from (14) the following identity which is true whatever be the fuzzy
granulation F :

H(F) + E(F) = logM(F) = log |X | (16)

This identity is an extension to fuzzy granulations of the identity (5) previ-
ously seen in the case of partitions (crisp granulations). Also in this case the
“co–entropy” E(F) complements the original entropy H(F) with respect to the
constant quantity log |X |, invariant relatively to the choice of the granulation F .
This co–entropy refers to the measure distribution m(F) =

(
m(ω1),m(ω2), . . . ,

m(ωN )
)

for which the following hold: (md-f1) every m(ωi) ≥ 0; (md-f2) its
total measure is M(F) :=

∑N
i=1m(ωi) = |X |. Of course, the entropy of a fuzzy

granulation, from (13), is always non–negative, but in the present fuzzy case
notwithstanding the expected link expressed by (16), the co–entropy could be
negative.
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Example 5. In the universeX = {1, 2, 3} let is consider the fuzzy granulation con-
sisting of the fuzzy sets defined according to the following tabular representation:

1 2 3 m(ωi)

ω1 1/2 0 0 1/2
ω2 1/2 1/3 0 5/6
ω3 0 1/3 1 4/3
ω4 0 1/3 0 1/3

Of course, this is a fuzzy identity resolution (and so also a fuzzy granulation)
since trivially

∑4
i=1 ωi(x) = 1 for every point x = 1, 2, 3. But in this example the

entropy is H ∼= 1.8163, whereas the co–entropy is negative E ∼= −0.2314 with
H + E ∼= 1.5850 ∼= log 3.

As shown by this example, the possible negativity of co–entropy (15) rises
from the fact that some of the measures m(ωi) could be number in the real unit
interval [0, 1] producing in this way a logm(ωi) term which is negative. In the
case of a fuzzy granulation F it is possible to consider the two following discrete
random variables:

(FG-RV). The fuzzy granularity random variable G(F) = (logm(ω1),
logm(ω2), . . . , logm(ωN )), each component of which G(ωi) := logm(ωi) ex-
presses the granularity measure supported by the fuzzy granule ωi of the fuzzy
granulation F . Note that some of these fuzzy granules could have negative mea-
sure, precisely under the condition G(ωi) < 1.

(FU-RV). The non–negative fuzzy uncertainty random variable I(F) =
(− log p(ω1),− log p(ω2), . . . ,−p(ωN)), each component of which I(ωi) :=
− log p(ωi) = logM(F)−logm(ωi) expresses (according to the general discussion
of section 1) the uncertainty measure related to the probability of occurrence of
the fuzzy event ωi of the fuzzy granulation F .

The relationship between these uncertainty and granularity measures of ωi

is now (compare with the (16)): ∀ωi, G(ωi) + I(ωi) = log |X |. With respect to
the now introduced random variables, we have that E(F) =

∑N
i=1G(ωi) · p(ωi),

i.e., it is the average fuzzy granularity measure, and H(F) = sumN
i=1I(ωi) ·

p(ωi), i.e., it is the average fuzzy uncertainty measure related to the fuzzy
granulation.

3.2 A Normalized Non–negative Co–entropy for Fuzzy Granulation

In order to avoid the previously stressed negativity of co–entropy of a fuzzy gran-
ulation F , due to the fact that the measure distribution m(F) =

(
m(ω1),m(ω2),

. . . ,m(ωN)
)

some of its components could be less that 1, it is possible to intro-
duce the minimum measure �(F) := min{m(ω1),m(ω2), . . . ,m(ωN )}, and then
to construct the new fuzzy granulation F� = F/� := (ω1/�(F),
ω2/�(F), . . . , ωN/�(F)), where the generic component is ωi/�(F) ≥ 1. The mea-
sure distribution corresponding to the new fuzzy granulation F� is m�(F) =
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(
m(ω1)/�(F),m(ω2)/�(F), . . . ,m(ωN )/�(F)

)
, whose total measure is M�(F) =∑N

i=1m(ωi)/�(F) = |X |/�(F), and with generic component denoted by m�(ωi)
:= m(ωi)/�(F). The probability distribution generated by the normalization
of the new measure distribution m�(F) by its total measure M�(F) is p� :=
m�(F)/M�(F) = m(F)/|X | = p, i.e., the probability distribution does not
change as to this change of the measure distribution. As a consequence of this
result, also the entropy does not change: H(F�) = H(F). It is the co–entropy
which strongly changes (compare with (15)):

E(F�) =
1

M�(F)

N∑
i=1

m�(ωi) · logm�(ωi) (17)

In particular E(F�) = E(F)−log �(F), and so with respect to the new quantities
we have that (and compare with (16)):

H�(F) + E�(F) = log
M(F)
�(F)

= log
|X |

�(F)
(18)

In particular, from [H�(F)+ log �(F)]+E�(F) = logM(F), we can introduce a
new entropy for fuzzy granulation, H ′

�
(F) = H�(F) + log �(F), for which triv-

ially one has the expected “invariance” H ′
�
(F) + E�(F) = logM(F) = log |X | .

Explicitly it turns out that this new entropy has the form (and compare with
(14)):

H ′
�
(F) = − 1

M�(F)

N∑
i=1

m�(ωi) · log
m�(ωi)
M�(F)

1
�(F)

(19)

4 Conclusions and Open Problems

The extension of the crisp granulation notion to the fuzzy case is investigated.
In particular the two usual measures of average granulation (co–entropy) and
average uncertainty (entropy) is deeply treated, eliminating a first drawback of
possible negativity of the co–entropy.

As an open problem it remains to study the behavior of the fuzzy co–entropy
and entropy with respect to the monotonicity.

References

1. Ash, R.B.: Information theory, Dover Publications, New York, 1990, (originally pub-
lished by John Wiley & Sons, New York, 1965).

2. Hartley, R.V.L.: Transmission of information. The Bell System Technical Journal 7,
535–563 (1928)

3. Komorowski, J., Pawlak, Z., Polkowski, L., Skowron, A.: Rough sets: A tutorial,
Rough Fuzzy Hybridization. In: Pal, S., Skowron, A. (eds.), pp. 3–98 Springer–
Verlag, Singapore (1999)



Information Entropy and Co–entropy of Crisp and Fuzzy Granulations 19

4. Liang, J., Shi, Z.: The information entropy, rough entropy and knowledge gran-
ulation in rough set theory. International Journal of Uncertainty, Fuzziness and
Knowledge-Based Systems 12, 37–46 (2004)

5. Pawlak, Z.: Information systems - theoretical foundations. Information Systems 6,
205–218 (1981)

6. Rough sets, Int. J. Inform. Comput. Sci. 11, 341–356 (1982)
7. Rough sets: Theoretical aspects of reasoning about data. Kluwer Academic Publish-

ers, Dordrecht (1991)



Possibilistic Linear Programming in Blending

and Transportation Planning Problem

Bilge Bilgen

Dokuz Eylul University, Department of Industrial Engineering, 35100, Izmir, Turkey
bilge.bilgen@deu.edu.tr

Abstract. This paper presents a possibilistic linear programming model
for solving the blending and multi-mode, multi-period distribution plan-
ning problem with imprecise transportation, blending and storage costs.
The solution procedure uses the strategy of simultaneously minimizing
the most possible value of the imprecise total costs, maximizing the
possibility of obtaining lower total costs, minimizing the risk of obtain-
ing higher total costs. An illustration with a data set from a realistic
situation is included to demonstrate the effectiveness of the proposed
model.

1 Introduction

In real world distribution planning problems, input data or related parameters,
such as market demand, capacity, and relevant operating costs, frequently are
fuzzy owing to some information being incomplete or unobtainable. Therefore
crisp data are inadequate to model real-life situations. Fuzzy set theory was pro-
posed by Zadeh [23] and has been found extensive applications in various fields.
Fuzzy mathematical programming (FMP) is one of the most popular decision
making approach based on fuzzy set theory. Fuzzy sets theory has been im-
plemented in mathematical programming since 1970 when Bellman and Zadeh
[1] introduced the basic concepts of fuzzy goals, fuzzy constraints, and fuzzy
decisions. A detailed discussion of the FMP procedures can be found in [11,17].

Zadeh [24] presented the theory of possibility, which is related to the theory of
fuzzy sets by defining the concept of possibility distribution as a fuzzy restriction.
After pioneering work of Zadeh [24], possibility theory has found gradual accep-
tance in the literature. Several research efforts have concentrated on possibilistic
linear programming [2,3,5,6,9,10,12,15,22]. For an extensive theory oriented dis-
cussion of possibilistic programming, the interested reader is referred to several
research works by [2,3,9,10,15]. Although there are many research works in the
possibilistic linear programming (PLP), application oriented papers are rela-
tively scarce. Only a few PLP approach of practical relevance have been made.
Application oriented studies on PLP problems include [5,9,22].

The objective of the paper is to develop a possibilistic decision model to solve
the blending and multi-mode, multi-period distribution planning problem in a
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wheat supply chain. The remainder of this work is organized as follows. Section
2 describes the problem, and formulates the original blending and multi-mode,
multi-period distribution planning problem. Section 3 develops the PLP model
for solving the problem. In Section 4, an illustration with a data set from a case
company is included to demonstrate the effectiveness of the solution approach.
Finally, we provide conclusions regarding the effectiveness of the possibilistic
approach in Section 5.

2 Problem Definition

The supply chain network considered in the model consists of the multiple up-
country storage sites, and a set of customers. The planning horizon ranges from
1 month to 3 months. Different transportation modes are used between the sites.
Each storage site has limited out-loading capacity for each transportation mode.
Products stored in the storage sites are then transported to the customers by
rail and/or road transport. Destination sites also have limited in-loading ca-
pacity for each transportation mode. The following details are added: Possible
transportation links are defined between the storage sites and the customers,
including the transport modes. The transportation between the storage sites
and the customers is done by haulage companies using different types of trans-
portation modes. It is assumed that, customer’s demand for a product and the
shipment of that product must take place at the same period.

In real-life situation for a distribution planning problem, many input infor-
mation related to the blending and distribution process are not known with
certainty. Fuzzy and/or imprecise natures of the problem can not be described
adequately by the conventional approach. Probability theory has long been stud-
ied to reflect the imprecise nature. But applying probability theory to some op-
timization problems may have a negative effect on the computational efficiency.
Alternatively, PLP approach not only provides more computational efficiency,
but also supports possibilistic decision environment [12,22,24]. Possibility dis-
tribution offers an effectual alternative for proceeding with inherent ambiguous
phonemia in determining environmental coefficients and related parameters [12].
Therefore a possibilistic programming model is constructed to determine the
optimum transportation amount between storage site and customer by trans-
portation mode. Then, a possibilistic linear programming model is transformed
into a crisp multi-objective programming model. Finally, Zimmermann’s fuzzy
programming method [25] is applied to obtain composite single objective. Re-
lated studies on the use of fuzzy programming method to solve the fuzzy trans-
portation problems include [8,13,14,19,21]. In this study, blending, storage and
transportation costs are represented by triangular possibility distributions. The
parameters of a triangular possibility distribution are given as the optimistic,
the most possible, and the pessimistic values, which were estimated by a decision
maker.
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3 Possibilistic Programming Model Development

The following notation is used.

Indices
j set of original grains {j = 1, 2, . . . , J}
i set of blended grains {i = 1, 2, . . . , I}
s set of storage sites {s = 1, 2, . . . , S}
m set of transportation modes {m = RL, RD}
k set of customers {k = 1, 2, . . . , K}
t set of time periods {t = 1, 2, . . . , T}
P set of original and blended products {I} + {J}

Parameters
The full set of parameters is as follows:
Dikt demand for grain i (i ∈ {I, J}), by customer k, during time period t,
Supplyjs the amount of original grain j supplied to storage site s,
LCapsm out loading capacity at storage site s, by using transportation m,
InCapkm in loading capacity at customer k, by using transportation mode m,
ComCaps combined out loading capacity for storage site s,
ComCapk combined in loading capacity for customer k,
MinBlndij minimum ratio of original grain j in blended grain i,
MaxBlndij maximum ratio of original grain j in blended grain i,
BCaps maximum blending capacity at storage site s,

T̃Cskm freight cost for route from storage site s to customer k, by using trans-
portation mode m,

H̃Cs unit storage cost at each storage site s,

B̃Cs unit blending cost at each storage site s.

Variables
ziskmt the amount of product i transported from storage site s to customer k

by using transportation mode m during time period t, i ∈ M , s ∈ S,
k ∈ P , m ∈ M , t ∈ T ,

wijst the amount of original grain j used to make blended grain i at storage
site s during time period t, i ∈ I , j ∈ J , s ∈ S, t ∈ T ,

bist the amount of grain i blended at site s during time period t, i ∈ I , s ∈ S,
t ∈ T ,

Ijst quantity of remaining stock of original grain j at storage site s at the
end of period t, j ∈ J , s ∈ S, t ∈ T ,

IBist quantity of remaining stock of blended grain j at site s at the end of
period t, i ∈ I , s ∈ S, t ∈ T .

The distribution system, formulated as a linear program, can be expressed as
follows:
Minimize ∑

i,s,k,m,t

TC̃skmziskmt +
∑
i,s,t

BC̃sbist +
∑
j,s,t

HC̃sIjst (1)

subject to
Ijs0 = Supplyjs ∀j, s (2)
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∑
j

wijst = bist ∀i, j, s, t (3)

wijst −MaxBlndijbist ≤ 0 ∀i, j, s, t
wijst −MinBlndijbist ≥ 0 ∀i, j, s, t

(4)

∑
i

bist ≤ BCaps ∀s, t (5)

∑
k,m

zjskmt +
∑
i∈I

wijst − Ijst−1 + Ijst = 0 ∀j, s, t (6)

∑
k,m

ziskmt − bist − IBist−1 + IBist = 0 ∀i, s, t (7)

∑
i,k

ziskmt ≤ OutCapsm ∀s,m, t (8)

∑
i,s

ziskmt ≤ InLoadkm ∀k,m, t (9)

∑
i,k,m

ziskmt ≤ ComCaps ∀s, t (10)

∑
i,s,m

ziskmt ≤ ComCapk ∀k, t (11)

∑
s,m

ziskmt = Dikt ∀i, k, t (12)

In this model, the unit transportation cost, blending cost and storage cost are
approximately known, and are represented by the triangular possibility distrib-
ution. The objective function (1) is to minimize the sum of the transportation,
blending and storage costs. Constraints (2) assure that the initial amount of
product j at storage site s is equal to the inventory for that product j at stor-
age site s at the end of the time period zero. Constraint sets (3) and (4) are
required to meet the blended product specifications. Constraints (5) ensure that
the blending capacity at each site. Constraints (6) and (7) assure the availabil-
ity of the original and blended products at each storage site, and during each
time period, respectively. Constraints (8) assure that the out-loading capacity for
storage site s and transportation mode m. Constraints (9) enforce the in-loading
capacity at the customers. Constraints (10)-(11) embodied that the combined
out-loading capacity for each storage site, and combined in-loading capacity
for each customers, respectively. Finally demand constraints are imposed by
equations (12).
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4 Model the Imprecise Data with Triangular Possibility
Distribution

There are many studies to tackle with the imprecise cost coefficients in the objec-
tive function in the literature. We refer the interested reader to several research
papers for more information [4,12,15,16,18,20]. According to Lai and Hwang’s
[12] method, the imprecise objective function of our model in the previous sec-
tion has a triangular possibility distribution. Geometrically, this imprecise objec-
tive is fully defined by three corner points (cm, 1), (cp, 0), (co, 0). Consequently,
solving the imprecise objectives requires minimizing cm, cp, co simultaneously.
Using Lai and Hwang’s approach [12], we substitute minimizing cm, maximizing
(cm − co), and minimizing (cp − cm). That is, the approach used in this work
involves minimizing the most possible value of the imprecise costs, cm, maximiz-
ing the possibility of lower costs (cm − co), and minimizing the risk of obtaining
higher cost (cp − cm). The three replaced objective functions can be minimized
by pushing the three prominent points towards left. In this way, our problem
can be transformed into a multi-objective linear programming as follows:

min z1 =
∑

j,s,k,m,t

TC̃
m

skmzjskmt +
∑
i,s,t

BC̃
m

s bist +
∑
j,s,t

HC̃
m

s Ijst (13)

max z2 =
∑

j,s,k,m,t

TC̃
m−o

skm zjskmt +
∑
i,s,t

BC̃
m−o

s bist +
∑
j,s,t

HC̃
m−o

s Ijst (14)

min z3 =
∑

j,s,k,m,t

TC̃
p−m

skm zjskmt +
∑
i,s,t

BC̃
p−m

s bist +
∑
j,s,t

HC̃
p−m

s Ijst (15)

In this study, we suggest Zimmermann’s fuzzy programming method with nor-
malization process [25]. Initially, the positive ideal solutions (PIS) and negative
ideal solutions of the three objective functions should be obtained to construct
the linear membership functions of the objectives [12].

For each objective function, the corresponding linear membership function is
computed as:

μz1 =

���
��

1 if z1 < zPIS
1 ,

zNIS
1 −z1

zNIS
1 −zP IS

1
if zPIS

1 < z1 < zNIS
1 ,

0 if z1 > zNIS
1

μz2 =

���
��

1 if z2 > zPIS
2 ,

z2−zNIS
2

zPIS
2 −zNIS

2
if zNIS

2 < z2 < zPIS
2 ,

0 if z2 < zNIS
2

μz3 =

���
��

1 if z3 < zPIS
3 ,

zNIS
3 −z3

zNIS
3 −zP IS

3
if zPIS

3 < z3 < zNIS
3 ,

0 if z3 > zNIS
3

Finally, we solve Zimmermann’s following equivalent single-objective linear
programming model to obtain the overall satisfaction compromise solution [25].

maxλ
s. t. λ ≤ μzi i = 1, 2, 3,
x ∈ X,

(16)

where x represents the constraint sets (2)-(14).
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5 Computational Experiments

An industrial case is presented to demonstrate the feasibility of applying possi-
bilistic linear programming to real blending and transportation planning prob-
lem. The proposed blending and multi-mode, multi-distribution planning model
described above were tested on a real life project of a company that exports
wheat to the customers. The company has 3 grain types, 1 blended product,
four storage sites, two customers, two transportation modes and three time
periods.

The illustrated problem has been solved by ILOG OPL Studio Version 3.7
[7]. We made all test runs on a personal computer based on a 1.4 GHz Pentium
IV processor equipped with 1 GB RAM. In our model, the decision maker must
specify an appropriate set of PIS and NIS of the objective function for making
transportation planning decisions to set the right linear membership function for
each objective function. For specifying the appropriate set of PIS and NIS val-
ues, it is useful to consult the computational result of crisp linear programming
problem. The summary results, including positive and negative ideal solutions,
as well as the compromise solutions of zi and resulting overall satisfaction level,
are displayed in Table 1.

Table 1. Results of the objective function

PIS NIS

z1 640 000 1 240 000
z2 290 000 100 000
z3 135 000 235 000

λ = 0.7860

z∗
1 = 768368, zm−o = z∗

2 = 247211, zp−m = z∗
3 = 156395

z = (768368, 521157, 924763)

Total cost is imprecise and has a triangular possibility distribution of z̃ =
(z∗1 , z

∗
1 − z∗2 , z∗1 + z∗3).

6 Conclusion

This paper proposed a possibilistic decision model for the blending and multi-
mode, multi-period distribution planning problem. The proposed model attempts
to minimize total costs with reference to supply, blending, capacity and demand
restrictions. We provide an auxiliary multiple objective linear programming prob-
lem with three objectives to solve a linear programming problem with imprecise
cost coefficients. These objectives are: minimize the most possible value of the
imprecise total costs, maximize the possibility of obtaining lower total costs, and
minimize the risk of obtaining higher total costs. The effectiveness of the possi-
bilistic model is demonstrated through an illustrative example on the data set
adapted from a case company.
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Abstract. Multi-adjoint logic programming represents an extremely fle-
xible attempt for introducing fuzzy logic into logic programming (LP).
In this setting, the execution of a goal w.r.t. a given program is done
in two separate phases. During the operational one, admissible steps are
systematically applied in a similar way to classical resolution steps in
pure LP, thus returning an expression where all atoms have been ex-
ploited. This last expression is then interpreted under a given lattice
during the so called interpretive phase. In declarative programming, it is
usual to estimate the computational effort needed to execute a goal by
simply counting the number of steps required to reach their solutions. In
this paper, we show that although this method seems to be acceptable
during the operational phase, it becomes inappropriate when considering
the interpretive one. Moreover, we propose a more refined (interpretive)
cost measure which fairly models in a much more realistic way the com-
putational (special interpretive) a given goal.

Keywords: Cost Measures, Fuzzy Logic Programming, Reductants.

1 Introduction

Logic Programming [9] has been widely used for problem solving and knowl-
edge representation in the past. Nevertheless, traditional LP languages do not
incorporate techniques or constructs to treat explicitly with uncertainty and
approximated reasoning. On the other hand, Fuzzy Logic Programming is an in-
teresting and still growing research area that agglutinates the efforts to introduce
fuzzy logic into LP. During the last decades, several fuzzy logic programming
systems have been developed [1,2,3,8,12], where the classical inference mecha-
nism of SLD–Resolution is replaced with a fuzzy variant which is able to handle
partial truth and to reason with uncertainty. This is the case of Multi-adjoint
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logic programming [11,10]. Informally speaking, a multi–adjoint logic program
can be seen as a set of rules each one annotated by a truth degree and a goal is a
query to the system plus a substitution (initially the empty substitution, denoted
by id). Given a multi–adjoint logic program, goals are evaluated in two separate
computational phases. During the operational one, admissible steps (a general-
ization of the classical modus ponens inference rule) are systematically applied
by a backward reasoning procedure in a similar way to classical resolution steps
in pure logic programming, thus returning a computed substitution together
with an expression where all atoms have been exploited. This last expression is
then interpreted under a given lattice during what we call the interpretive phase,
hence returning a pair 〈truth degree; substitution〉 which is the fuzzy counterpart
of the classical notion of computed answer used in pure logic LP.

The most common approach to analyzing the efficiency of a program is mea-
surement of its execution time and memory usage. However, in order to (the-
oretically) analyze the efficiency of programs, computing strategies or program
transformation techniques, it is convenient to define abstract approaches to cost
measurement. In a declarative programming framework, it is usual to estimate
the computational effort needed to execute a goal in a program by simply
counting the number of derivation steps required to reach their solutions. In
the context of multi-adjoint logic programming, we show that although this
method seems to be acceptable during the operational phase, it becomes inap-
propriate when considering the interpretive one. Therefore, in this paper, we
define a more refined (interpretive) cost measure based on counting the num-
ber of connectives and primitive operators appearing in the definition of the
aggregators which are evaluated in each (interpretive) step of a given deriva-
tion. Also, as an application of these cost criteria, we compare the efficiency of
two semantically equivalent notions of reductant (the original one introduced
in [11] and a refined version, that we call PE−reductant, formally introduced
in [7]).

2 Procedural Semantics of Multi-adjoint Logic Programs

This section summarizes the main features of multi-adjoint logic programming1.
We work with a first order language, L, containing variables, constants, func-
tion symbols, predicate symbols, and several (arbitrary) connectives to increase
language expressiveness: implication connectives (←1,←2, . . .); conjunctive op-
erators (denoted by &1,&2, . . .), disjunctive operators (∨1,∨2, . . .), and hybrid
operators (usually denoted by @1,@2, . . .), all of them are grouped under the
name of “aggregators”. Although these connectives are binary operators, we usu-
ally generalize them as functions with an arbitrary number of arguments. So, we
often write @(x1, . . . , xn) instead of @(x1, . . . ,@(xn−1, xn), . . .). By definition,
the truth function for an n-ary aggregation operator [[@]] : Ln → L is required
to be monotonous and fulfills [[@]](�, . . . ,�) = �, [[@]](⊥, . . . ,⊥) = ⊥.

1 We send the interested reader to [11] for a complete formulation of this framework.
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Additionally, our language L contains the values of a multi-adjoint lattice2,
〈L,�,←1,&1, . . . ,←n,&n〉, equipped with a collection of adjoint pairs 〈←i,&i〉,
where each &i is a conjunctor which is intended to the evaluation of modus
ponens [11]. A rule is a formula H ←i B, where H is an atomic formula (usually
called the head) and B (which is called the body) is a formula built from atomic
formulas B1, . . . , Bn — n ≥ 0 —, truth values of L, conjunctions, disjunctions
and aggregations. A goal is a body submitted as a query to the system. Roughly
speaking, a multi-adjoint logic program is a set of pairs 〈R;α〉 (we often write
R with α), where R is a rule and α is a truth degree (a value of L) expressing
the confidence of a programmer in the truth of the rule R. By abuse of language,
we sometimes refer a tuple 〈R;α〉 as a “rule”.

In the following, C[A] denotes a formula where A is a sub-expression which
occurs in the –possibly empty– context C[]. Moreover, C[A/A′] means the re-
placement of A by A′ in context C[], whereas Var(s) refers to the set of distinct
variables occurring in the syntactic object s, and θ[Var(s)] denotes the substi-
tution obtained from θ by restricting its domain to Var(s).

The procedural semantics of the multi–adjoint logic language L can be tho-
ught as an operational phase followed by an interpretive one [6].

Definition 1 (Admissible Steps). Let Q be a goal and let σ be a substitution.
The pair 〈Q;σ〉 is a state and we denote by E the set of states. Given a program
P, an admissible computation is formalized as a state transition system, whose
transition relation →AS ⊆ (E×E) is the smallest relation satisfying the following
admissible rules (where we always consider that A is the selected atom in Q):

1) 〈Q[A];σ〉→AS〈(Q[A/v&iB])θ;σθ〉 if θ = mgu({A′ = A}), 〈A′←iB; v〉 in P
and B is not empty.

2) 〈Q[A];σ〉→AS〈(Q[A/v])θ;σθ〉 if θ = mgu({A′ = A}), and 〈A′←i; v〉 in P.
3) 〈Q[A];σ〉→AS〈(Q[A/⊥]);σ〉 if there is no rule in P whose head unifies to A.

were mgu(E) denotes the most general unifier of an equation set E.

Note that 3th case is introduced to cope with (possible) unsuccessful admissible
derivations. As usual, rules are taken renamed apart. We shall use the symbols
→AS1,→AS2 and →AS3 to distinguish between computation steps performed by
applying one of the specific admissible rules. Also, the application of a rule on a
step will be annotated as a superscript of the →AS symbol.

Definition 2. Let P be a program and let Q be a goal. An admissible derivation
is a sequence 〈Q; id〉 →∗AS 〈Q′; θ〉. When Q′ is a formula not containing atoms,
the pair 〈Q′;σ〉, where σ = θ[Var(Q)], is called an admissible computed answer
(a.c.a.) for that derivation.

Example 1. Let P be the following program and let ([0, 1],�) be the lattice
where ≤ is the usual order on real numbers.

R1 : p(X,Y )←P@1(&L(q(X), r(X)),∨G(s(Y ), t(Y ))) with 0.9
2 In general, the set of truth values L may be the carrier of any complete bounded

lattice but, for readability reasons, in the examples we shall select L as the set of
real numbers in the interval [0, 1] (which is a totally ordered lattice or chain).
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R2 : q(a)← with 0.8 R3 : r(X) ← with 0.7
R4 : s(b) ← with 0.9 R5 : t(Y ) ← with 0.6

where [[@1]](x, y) = (x + y)/2 (average aggregator) and the labels L, G and P
mean respectively for Łukasiewicz logic, Gödel intuitionistic logic and product
logic, that is, [[&L]](x, y) = max{0, x + y − 1} , [[∨G]](x, y) = max{x, y} and
[[&P]](x, y) = x · y. Now, we can generate the following admissible derivation (we
underline the selected expression in each admissible step):

〈p(X,Y ); id〉 →AS1
R1

〈&P(0.9,@1(&L(q(X1), r(X1)),∨G(s(Y1), t(Y1))); {X/X1, Y/Y1}〉 →AS2
R2

〈&P(0.9,@1(&L(0.8, r(a)),∨G(s(Y1), t(Y1))); {X/a, Y/Y1, X1/a}〉 →AS2
R3

〈&P(0.9,@1(&L(0.8, 0.7),∨G(s(Y1), t(Y1))); {X/a, Y/Y1, X1/a,X2/a}〉 →AS2
R4

〈&P(0.9,@1(&L(0.8, 0.7),∨G(0.9, t(b))); {X/a, Y/b,X1/a,X2/a, Y1/b}〉 →AS2
R5

〈&P(0.9,@1(&L(0.8, 0.7),∨G(0.9, 0.6)); {X/a, Y/b,X1/a,X2/a, Y1/b, Y2/b}〉
Here, the a.c.a. is the pair: 〈&P(0.9,@1(&L(0.8, 0.7),∨G(0.9, 0.6)); θ〉, where
θ = {X/a, Y/b,X1/a,X2/a, Y1/b, Y2/b}[Var(Q)] = {X/a, Y/b}.

If we exploit all atoms of a goal, by applying admissible steps as much as needed
during the operational phase, then it becomes a formula with no atoms which
can be then directly interpreted in the multi–adjoint lattice L as follows.

Definition 3 (Interpretive Step). Let P be a program, Q a goal and σ a
substitution. We formalize the notion of interpretive computation as a state
transition system, whose transition relation →IS⊆ (E ×E) is defined as the least
one satisfying: 〈Q[@(r1, r2)];σ〉→IS 〈Q[@(r1,r2)/[[@]](r1,r2)];σ〉, where [[@]] is the
truth function of connective @ in the lattice 〈L,�〉 associated to P.

Definition 4. Let P be a program and 〈Q;σ〉 an a.c.a., that is, Q is a goal not
containing atoms. An interpretive derivation is a sequence 〈Q;σ〉 →∗IS 〈Q′;σ〉.
When Q′ = r ∈ L, being 〈L,�〉 the lattice associated to P, the state 〈r;σ〉 is
called a fuzzy computed answer (f.c.a.) for that derivation.

Example 2. If we complete the previous derivation of Example 1 by execut-
ing the necessary interpretive in order to obtain the final fuzzy computed an-
swer 〈0.63; {X/a, Y/b}〉, we generate the following interpretive derivation D1:
〈&P(0.9,@1(&L(0.8, 0.7),∨G(0.9, 0.6)); θ〉 →IS 〈&P(0.9,@1(0.5,∨G(0.9, 0.6)); θ〉
→IS 〈&P(0.9,@1(0.5, 0.9)); θ〉 →IS 〈&P(0.9, 0.7); θ〉 →IS 〈0.63; θ〉

3 Computational Cost Measures

A classical, simple way for estimating the computational cost required to built
a derivation, consists in counting the number of computational steps performed
on it. So, given a derivation D, we define its:

– operational cost, Oc(D), as the number of admissible steps performed in D.
– interpretive cost, Ic(D), as the number of interpretive steps done in D.
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So, the operational and interpretive costs of derivation D1 performed in the
previous section are Oc(D1) = 5 and Ic(D1) = 4, respectively. Intuitively, Oc

informs us about the number of atoms exploited along a derivation. Similarly, Ic

estimates the number of aggregators evaluated in a derivation. However, this last
statement is not completely true: Ic only takes into account those aggregators
appearing in the bodies of program rules, but no those recursively nested in the
definition of other aggregators. The following example highlights this fact.

Example 3. A simplified version of rule R1, whose body only contains an ag-
gregator symbol is R∗1 : p(X,Y )←P@∗1(q(X), r(X), s(Y ), t(Y )) with 0.9, where
[[@∗1]](x, y, z, w) = ([[&L]](x, y)+[[∨G]](z, w))/2. Note that R∗1 has exactly the same
meaning (interpretation) that R1, although different syntax. In fact, both of
them have the same sequence of atoms in their head and bodies. The differences
are regarding the set of aggregators which explicitly appear in their bodies since
in R∗1 we have moved &L and ∨G from the body (see R1) to the definition of @∗1.
Now, we use rule R∗1 instead of R1 for generating the following derivation D∗1
which returns exactly the same f.c.a that D1:

〈p(X,Y ); id〉 →AS1
R∗

1

〈&P(0.9,@∗1(q(X1), r(X1), s(Y1), t(Y1)); {X/X1, Y/Y1}〉 →AS2
R2

〈&P(0.9,@∗1(0.8, r(a), s(Y1), t(Y1)); {X/a, Y/Y1, X1/a}〉 →AS2
R3

〈&P(0.9,@∗1(0.8, 0.7, s(Y1), t(Y1)); {X/a, Y/Y1, X1/a,X2/a}〉 →AS2
R4

〈&P(0.9,@∗1(0.8, 0.7, 0.9, t(b)); {X/a, Y/b,X1/a,X2/a, Y1/b}〉 →AS2
R5

〈&P(0.9,@∗1(0.8, 0.7, 0.9, 0.6); {X/a, Y/b,X1/a,X2/a, Y1/b, Y2/b}〉 →IS

〈&P(0.9, 0.7); {X/a, Y/b,X1/a,X2/a, Y1/b, Y2/b}〉 →IS

〈0.63; {X/a, Y/b,X1/a,X2/a, Y1/b, Y2/b}〉
Note that, since we have exploited the same atoms with the same rules (ex-
cept for the first steps performed with rules R1 and R∗1) in both derivations,
then Oc(D1) = Oc(D∗1) = 5. However, although aggregators &L and ∨G have
been evaluated in both derivations, in D∗1 such evaluations have not been explic-
itly counted as interpretive steps, and consequently they have not been added to
increase the interpretive cost measure Ic. This unrealistic situation is reflected
by the abnormal result: Ic(D1) = 4 > 2 = Ic(D∗1). It is important to note that
R∗1 can not be considered an optimized version of R1: both rules have a similar
computational behaviour, even when the wrong measure Ic seems to indicate
the contrary.

In order to solve this problem, we redefine Ic in terms of the connective and
primitive operators3 appearing in the definition of the aggregators which are
evaluated in each admissible step of a given derivation. So, let @ be an n-ary ag-
gregator, defined as [[@]](x1, . . . , xn) = E where the (possibly empties) sequences
of primitive operators and aggregators (including conjunctors and disjunctors)
appearing in E are respectively op1, . . . , opr and @1, . . . ,@s. The weight of ag-
gregator @ is recursively defined as W(@) = r+W(@1)+ · · ·+W(@s). Now, our

3 That is, arithmetic operators such as +, −, ∗, /, max,min, root, . . .
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improved notion of interpretive cost, denoted I+c (D), is the sum of the weights
of the aggregators evaluated in every interpretive step of derivation D.

Example 4. Looking at the definitions given before for aggregators &P,∨G,&L,@1
and @∗1, it is easy to see that: W(&P) = 1, W(&L) = 3, W(∨G) = 1, W(@1) = 2
and W(@∗1) = 2 + W(&L) + W(∨G) = 2 + 3 + 1 = 6. Consequently, we have
that I+c (D1) = W(&L) + W(∨G) + W(@1) + W(&P) = 3 + 1 + 2 + 1 = 7,
and I+c (D∗1) = W(@∗1) +W(&P) = 6 + 1 = 7. Now, both the operational and
interpretive cost of derivationsD1 and D∗1 do coincide, which is quite natural and
realistic if we have into account that rules R1 and R∗1 have the same semantics
and, consequently they must also have the same computational behaviour.

The previous example shows us that the way in which aggregators are introduced
in the body or in the definition of other aggregators of a program rule, might only
reflect syntactic preferences, without negative repercussions on computational
costs, as our improved definition of the interpretive cost reflects.

4 Reductants and Cost Measures

Reductancts were introduced in the context of multi-adjoint logic programming
to cope with a problem of incompleteness that arises for some lattices. It might be
impossible to operationally compute the greatest correct answer (the supremum
of the set of correct answers), if a lattice (L,�) is partially ordered [11]. This
problem can be solved by extending the original program with the set of all
its reductants. The classical notion of reductant was initially adapted to the
multi-adjoint logic programming framework in the following terms:

Definition 5 (Reductant [11]). Let P be a program, A a ground atom, and
{〈Ci←i Bi; vi〉} be the set of rules in P whose head matches4 with A. A reductant
for A in P is a rule 〈A← @(B1, . . . ,Bn)θ;�〉 where θ = θ1 · · · θn, ← is any
implication with an adjoint conjunctor, and the truth function for the intended
aggregator @ is defined as [[@]](b1, . . . , bn) = sup{[[&]]1(v1, b1), . . . , [[&]]n(vn, bn)}.

Obviously, the extension of a multi-adjoint logic programwith all its reductants in-
creases both the size and execution time of the final “completed” program. In [7] we
defined a refinement to the notion of reductant based on partial evaluation tech-
niques [4], that we call PE−reductant . The new concept of PE−reductant is aim-
ing at the reduction of the aforementioned negative effects. Since PE−reductants
are partially evaluated before being introduced in the target program, the compu-
tational effort done (once) at generation time is saved (many times) at execution
time. Intuitively, given a programP and a ground atomic goalA, a PE−reductant
can be constructed following these steps: i) Construct an unfolding tree5, τ , for P
4 That is, there exists a θi such that A = Ciθi.
5 An unfolding tree is a possible incomplete search tree. That is, a search tree, of the

atom A in the program P , built using a breath-first search strategy where some nodes
may be let unexpanded (See [7] for a formal definition of this concept, that we omit
by the lack of space).
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and A. ii) Collect the set of leaves S = {D1, . . . ,Dn} in τ . iii) Construct the rule
〈A ← @sup{D1, . . . ,Dn};�〉, which is the PE−reductant of A in P with regard
to τ . Formally:

Definition 6 (PE−Reductant [7]). Let P be a program, A a ground atom,
and τ an unfolding tree for A in P . A PE−reductant for A in P with respect
to τ , is a rule 〈A← @sup(D1, . . . ,Dn);�〉, where the truth function for the in-
tended aggregator @sup is defined as [[@]]sup(d1, . . . , dn) = sup{d1, . . . , dn}, and
D1, . . . ,Dn are, respectively, the leaves of τ .

A PEk−reductant is a PE−reductant which is obtained building a depth k
unfolding tree.

In this section we apply the cost measures just introduced to compare the
efficiency of these two semantically equivalent notions of reductants. We start
with an example showing the appropriateness of our cost criteria.

Example 5. Given the lattice ([0, 1],�), where “�” is the usual order on real
numbers, consider the following multi-adjoint logic program P :

R1 : 〈p(a)←L q(a, b); 0.7〉
R2 : 〈p(a)← ; 0.5〉

R3 : 〈p(X)←G q(X, b); 0.4〉
R4 : 〈q(a, b)← ; 0.9〉

The reductant for P and p(a) is: R ≡ 〈p(a) ← @(q(a, b), 1, q(X1, b)); 1〉. On the
other hand, the PE1−reductant for program P and atom p(a) is: R′ ≡ 〈p(a) ←
@sup(0.7&Lq(a, b), 0.5, 0.4&Gq(X1, b)); 1〉, where [[@sup]](x, y, z)=sup{x, y, z} and
[[@]](x, y, z)=sup{[[&L]](0.7, x), [[&G]](0.5, y), [[&G]](0.4, z)}. Now, with reductantR
we can build derivation D:

〈p(a); id〉 →RAS 〈@(q(a, b), 0.5, q(X1, b)); id〉 →R4
AS 〈@(0.9, 0.5, q(X1, b)); id〉 →R4

AS

〈@(0.9, 0.5, 0.9); {X1/a}〉 →IS 〈0.6; {X1/a}〉

On the other hand, if we use reductant R′, we can generate derivation D′:

〈p(a); id〉 →RAS 〈@sup(0.7&Lq(a, b), 0.5, 0.4&Gq(X1, b)); id〉 →R4
AS 〈@(0.9, 0.5, 0.4

&G q(X1, b)); id〉 →R4
AS 〈@sup(0.7&L0.9, 0.5, 0.4&G0.9); {X1/a}〉 →IS 〈@sup(0.6,

0.5, 0.4&G0.9); {X1/a}〉 →IS 〈@sup(0.6, 0.5, 0.4); {X1/a}〉 →IS 〈0.6; {X1/a}〉
Both derivations lead to the same f.c.a. and we are going to see that their opera-
tional/interpretive costs are also the same. Indeed: Oc(D) = 3 = Oc(D′). On the
other hand I+c (D) = W(@) = 5 and I+c (D′) = W(&L) +W(&G) +W(@sup) =
3 + 1 + 1 = 5, that is, I+c (D) = I+c (D′). Therefore, the PE1−reductant R′
has the same efficiency than the reductant R when we count all the (connective
and primitive) operators evaluated during the interpretive phase. Moreover, if
we only consider the number of interpretive steps, we would wrongly measure
that a derivation performed using R (i.e., the original notion of reductant) was
more efficient. This justify the adoption of our more refined cost criterion I+c .

In general, it is possible to prove that the reductant and the PE1−reductant
have the same efficiency.
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Theorem 1. Let R ≡ 〈A←@(B1θ1, . . . ,Bnθn);�〉 be a reductant (w.r.t. Def. 5)
and let R′ ≡ 〈A←@sup(v1&1B1θ1, . . . , vn&nBnθn);�〉 a PE1−reductant for a
ground atom A in a program P. Then, D ≡ [〈A; id〉 →RAS 〈E; id〉 →∗AS/IS 〈r;σ〉]
iff D′ ≡ [〈A; id〉 →R′

AS 〈E′; id〉 →∗AS/IS 〈r;σ〉], where r ∈ L. Moreover, Oc(D) =
Oc(D′), and I+c (D) = I+c (D′).

5 Conclusions and Future Work

In this paper we were concerned with the introduction of cost measures for
computations performed in the multi-adjoint logic programming framework. We
have highlighted the fact that the usual method of counting the number of com-
putational steps performed in a derivation, may produce wrong results when
estimating the computational effort developed in the interpretive phase of a
multi-adjoint derivation. The problem emerges when we consider aggregators on
the body of program rules whose definitions also invokes other aggregators. Ob-
viously, the evaluation of this last kind of aggregators consumes computational
resources at execution time. However, a naive measurement forgets to add these
consumptions to the final cost, since they don’t explicitly produce interpretive
steps. We have solved this problem by simple assigning weights to aggregators
in concordance with their complexity. We have applied these cost measures to
compare the efficiency of two semantically equivalent notions of reductants.

In the near future, we also plan to take advantage of these cost criteria to
formally prove the efficiency of the fuzzy fold/unfold [5] and partial evaluation
techniques [7] we are developing.
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Abstract. This paper presents a computability theorem for fixed points
of multi-valued functions defined on multilattices, which is later used in
order to obtain conditions which ensure that the immediate consequence
operator computes minimal models of multilattice-based logic programs
in at most ω iterations.

1 Introduction

Following the trend of generalising the structure of the underlying set of truth-
values for fuzzy logic programming, multilattice-based logic programs were in-
troduced in [7] as an extended framework for fuzzy logic programming, in which
the underlying set of truth-values for the propositional variables is considered to
have a more relaxed structure than that of a complete lattice.

The first definition of multilattices, to the best of our knowledge, was in-
troduced in [1], although, much later, other authors proposed slightly different
approaches [4,6]. The crucial point in which a complete multilattice differs from
a complete lattice is that a given subset does not necessarily have a least upper
bound (resp. greatest lower bound) but some minimal (resp. maximal) ones.

As far as we know, the first paper which used multilattices in the context of
fuzzy logic programming was [7], which was later extended in [8]. In these papers,
the meaning of programs was defined by means of a fixed point semantics; and
the non-existence of suprema in general but, instead, a set of minimal upper
bounds, suggested the possibility of developing a non-deterministic fixed point
theory in the form of a multi-valued immediate consequences operator.

Essentially, the results presented in those papers were the existence of minimal
models below any model of a program, and that any minimal model can be
attained by a suitable version of the iteration of the immediate consequence
operator; but some other problems remained open, such as the constructive
nature of minimal models or the reachability of minimal models after at most
countably many iterations.
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The aim of this paper is precisely to present conditions which ensure that min-
imal models for multilattice-based logic programs can be reached by a “bounded”
iteration of the immediate consequences operator, in the sense that fixed points
are attained after no more than ω iterations. Obviously, the main theoretical
problem can be stated in the general framework of multi-valued functions on a
multilattice. Some existence results in this line can be found in [2,3,9,10,5], but
they worked with complete lattices instead of multilattices.

The structure of the paper is as follows: in Section 2, some preliminary de-
finitions and results are presented; later, in Section 3, we introduce the main
contribution of the paper, namely, reachability results for minimal fixed points
of multi-valued functions on a multilattice; then, in Section 4, these results are
instantiated to the particular case of the immediate consequences operator of
multilattice-based logic programs; the paper finishes with some conclusions and
prospects for future work.

2 Preliminaries

In order to make this paper self-contained, we provide in this section the basic
notions of the theory of multilattices, together with a result which will be used
later. For further explanations, the reader can see [7,8].

Definition 1. A complete multilattice is a partially ordered set, 〈M,�〉, such that
for every subset X ⊆ M , the set of upper (resp. lower) bounds of X has minimal
(resp. maximal) elements, which are called multi-suprema (resp. multi-infima).

The sets of multi-suprema and multi-infima of a setX are denoted by multisup(X)
and multinf (X). It is straightforward to note that these sets consist of pairwise
incomparable elements (also called antichains).

An upper bound of a set X needs not be greater than any minimal up-
per bound (multi-supremum); such a condition (and its dual, concerning lower
bounds and multi-infima) has to be explicitly required. This condition is called
coherence, and is formally introduced in the following definition, where we use
the Egli-Milner ordering , i.e., X �EM Y if and only if for every y ∈ Y there
exists x ∈ X such that x � y and for every x ∈ X there exists y ∈ Y such that
x � y.

Definition 2. A complete multilattice M is said to be coherent if the following
pair of inequations hold for all X ⊆M :

LB(X) �EM multinf(X)
multisup(X) �EM UB(X)

where LB(X) and UB(X) denote, respectively, the sets of lower bounds and
upper bounds of the set X.
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Coherence together with the non-existence of infinite antichains (so that the sets
multisup(X) and multinf(X) are always finite) have been shown to be useful con-
ditions when working with multilattices. Under these hypotheses, the following
important result was obtained in [7]:

Lemma 1. LetM be a coherent complete multilattice without infinite antichains,
then any chain1 in M has a supremum and an infimum.

3 Reaching Fixed Points for Multi-valued Functions on
Multilattices

In order to proceed to the study of existence and reachability of minimal fixed
points for multi-valued functions, we need some preliminary definitions.

Definition 3. Given a poset P , by a multi-valued function we mean a function
f : P −→ 2P (we do not require that f(x) �= ∅ for every x ∈ P ).

We say that x ∈ P is a fixed point of f if and only if x ∈ f(x).

The adaptation of the definition of isotonicity and inflation for multi-valued
functions is closely related to the ordering that we consider on the set 2M of
subsets of M . We will consider the Smyth ordering among sets, and we will
write X �S Y if and only if for every y ∈ Y there exists x ∈ X such that x � y.

Definition 4. Let f : P −→ 2P be a multi-valued function on a poset P :

– We say that f is isotone if and only if for all x, y ∈ P we have that x � y
implies f(x) �S f(y).

– We say that f is inflationary if and only if {x} �S f(x) for every x ∈ P .

As our intended application is focused on multilattice-based logic programs,
we can assume the existence of minimal fixed points for a given multi-valued
function on a multilattice (since in [7] the existence of minimal fixed points was
proved for the TP operator). Regarding reachability of a fixed point, it is worth
to rely on the so-called orbits [5]:

Definition 5. Let f : M −→ 2M be a multi-valued function an orbit of f is a
transfinite sequence (xi)i∈I of elements xi ∈ M where the cardinality of M is
less than the cardinality of I (|M | < |I|) and:

x0 = ⊥
xi+1 ∈ f(xi)
xα ∈ multisup{xi | i < α} , for limit ordinals α

Note the following straightforward consequences of the definition:

1 A chain X is a totally ordered subset. Sometimes, for convenience, a chain will be
denoted as an indexed set {xi}i∈I .
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1. In an orbit, we have f(xi) �= ∅ for every i ∈ I.
2. As f(xi) is a nonempty set, there might be many possible choices for xi+1,

so we might have many possible orbits.
3. If (xi)i∈I is an orbit of f and there exists k ∈ I such that xk = xk+1, then
xk is a fixed point of f .
Providing sufficient conditions for the existence of such orbits, we ensure the
existence of fixed points. Note that the condition f(�) �= ∅ directly implies
the existence of a fixed point, namely �.

4. Any increasing orbit eventually reaches a fixed point (this follows from the
inequality |M | < |I|).
This holds because every transfinite increasing sequence is eventually sta-
tionary, and an ordinal α such that xα = xα+1 ∈ f(xα) is a fixed point.

Under the assumption of f being non-empty and inflationary, the existence
of increasing orbits can be guaranteed; the proof is roughly sketched below:

The orbit can be constructed for any successor ordinal α by using the inequal-
ity {xα} �S f(xα), which follows by inflation, since any element xα+1 ∈ f(xα)
satisfies xα � xα+1. The definition for limit ordinals, directly implies that it is
greater than any of its predecessors.

As a side result, note that when reaching a limit ordinal, under the assumption
of f being inflationary, the initial segment is actually a chain; therefore, by
Lemma 1 it has only one multi-supremum (the supremum of the chain); this
fact will be used later in Propositions 1 and 2.

Regarding minimal fixed points, the following result shows conditions under
which any minimal fixed point is attained by means of an orbit:

Proposition 1. Let f : M −→ 2M be inflationary and isotone, then for any
minimal fixed point there is an orbit converging to it.

Proof. Let x be a minimal fixed point of f and let us prove that there is an
increasing orbit (xi)i∈I satisfying xi � x. We will build this orbit by transfinite
induction:

Trivially x0 = ⊥ � x.
If xi � x, by isotonicity f(xi) �S f(x). Then for x ∈ f(x) we can choose

xi+1 ∈ f(xi) such that xi+1 � x and obviously xi � xi+1 by inflation.
For a limit ordinal α, as stated above, xα = supi<α xi; now, by induction we

have that xi � x for every i < α, hence xα � x.
The transfinite chain (xi)i∈I constructed this way is increasing, therefore there

is an ordinal α such that xα = xα+1 ∈ f(xα), so xα is a fixed point and xα � x
but by minimality of the fixed point x, we have that x = xα. �

The usual way to approach the problem of reachability is to consider some kind
of ‘continuity’ in our multi-valued functions, understanding continuity in the
sense of preservation of suprema and infima. But it is obvious that we have to
state formally what this preservation is meant, since in complete multilattices
we only have for granted the existence of sets of multi-infima and sets of multi-
suprema. This is just another reason to rely on coherent complete multilatticesM
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without infinite antichains so that, at least, we have the existence of suprema
and infima of chains.

Definition 6. A multi-valued function f : M−→2M is said to be sup-preserving
if and only if for every chain X = (xi)i∈I we have that:

f( sup{xi | i ∈ I}) = {y | there are yi ∈ f(xi) s.t. y ∈ multisup{yi | i ∈ I}}

Note that, abusing a bit the notation, the definition above can be rephrased in
much more usual terms as f(supX) = multisup(f(X)) but we will not use it,
since the intended interpretation of multisup(f(X)) is by no means standard.

Reachability of minimal fixed points is granted by assuming the extra condi-
tion that our function f is sup-preserving, as shown in the following proposition.

Proposition 2. If a multi-valued function f is inflationary, isotone and sup-
preserving, then at most countably many steps are necessary to reach a minimal
fixed point (provided that some exists).

Proof. Let x be a minimal fixed point and consider the approximating increasing
orbit (xi)i∈I given by Proposition 1. We will show that xω is a fixed point of f
and, therefore, xω equals x.

As f is sup-preserving we have that f(xω) is the set

{y | there are yi ∈ f(xi) s.t. y = multisup{yi | i < ω}}

In order to prove that xω is a fixed point, on the one hand, recall that we have,
by definition, that xω = sup{xi | i < ω}. On the other hand, we will show that
this construction can be also seen as a multi-supremum of a suitable sequence
of elements yi ∈ f(xi).

To do this we only have to recall that, by construction of the orbit, we know
that xi+1 ∈ f(xi), therefore for every 0 ≤ i < ω we can consider yi = xi+1.
Hence the element xω can be seen as an element of f(xω). Thus, xω is a fixed
point of f and xω � x and by minimality of x, we have that x = xω . �

4 Application to Fuzzy Logic Programs on a Multilattice

In this section we apply the previous results to the particular case of the im-
mediate consequences operator for extended logic programs on a multilattice, as
defined in [7, 8]. To begin with, we will assume the existence of a multilattice
(coherent and without infinite antichains) M as the underlying set of truth-
values, that is, our formulas will have certain degree of truth in M . In order to
build our formulas, we will consider a set of computable n-ary isotone operators
Mn −→ M which will be intended as our logical connectors. Finally, we will
consider a set Π of propositional symbols as the basic blocks which will allow
to build the set of formulas, by means of the connector functions.

Now, we can recall the definition of the fuzzy logic programs based on a
multilattice:
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Definition 7. A fuzzy logic program based on a multilattice M is a set P of
rules of the form A← B such that:

1. A is a propositional symbol of Π, and
2. B is a formula built from propositional symbols and elements of M by using

isotone operators.

Now we give the definition of interpretation and model of a program:

Definition 8

1. An interpretation is a mapping I : Π −→M .
2. We say that I satisfies a rule A← B if and only if Î(B) ≤ I(A), where Î is

the homomorphic extension of I to the set of all formulae.
3. An interpretation I is said to be a model of a program P iff all rules in P

are satisfied by I.

Example 1. Let us consider an example of a program on a multilattice. The
program consists of the four rules below to the left, whereas the underlying
multilattice is the six-element multilattice depicted below to the right:

E ← A

E ← B

A← a

B ← b •
⊥
�

�
•
b

�
�
•a

•d�
�

•c

��������

•�

�
�

It is easy to check that the program does not have a least model but two
minimal ones, I1 and I2, given below:

I1(E) = c I2(E) = d
I1(A) = a I2(A) = a
I1(B) = b I2(B) = b �

A fixed point semantics was given by means of the following consequences oper-
ator:

Definition 9. Given a fuzzy logic program P based on a multilatticeM , an inter-
pretation I and a propositional symbol A; the immediate consequences operator
is defined as follows:

TP(I)(A) = multisup
(
{I(A)} ∪ {Î(B) | A← B ∈ P}

)

Note that, by the very definition, the immediate consequences operator is an
inflationary multi-valued function defined on the set of interpretations of the
program P, which inherits the structure of multilattice. Moreover, models can
be characterized in terms of fixed points of TP as follows:



A Fixed-Point Theorem for Multi-valued Functions 43

Proposition 3 (see [7]). An interpretation I is a model of a program if and
only if I ∈ TP(I).

Although not needed for the definition of either the syntax or the semantics of
fuzzy logic programs, the requirement that M is a coherent multilattice without
infinite antichains turns out to be essential for the existence of minimal fixed
points, see [7]. Hence, a straightforward application of Proposition 2 allows us
to obtain the following result.

Theorem 1. If TP is sup-preserving, then ω steps are sufficient to reach a min-
imal model.

5 Conclusions

Continuing the study of computational properties of multilattices initiated in [7],
we have presented a theoretical result regarding the attainability of minimal
fixed points of multi-valued functions on a multilattice which, as an application,
guarantees that minimal models of multilattice-based logic programs can be
attained after at most countably many iterations of the immediate consequence
operator. We recall that, in this paper, the existence of such fixed points has been
assumed because of the intended application in mind (that is, the existence of
minimal models for multilattice-based logic programs was proved in [7]).

As future work, this initial investigation on fixed points of multi-valued func-
tions on a multilattice has to be completed with the study of sufficient conditions
for the existence of (minimal) fixed points.

Another interesting line of research, which turns out to be fundamental for the
practical applicability of the presented result, is the study of conditions which
guarantee that the immediate consequences operator is sup-preserving.
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Abstract. Possibilistic abductive reasoning is particularly suited for di-
agnostic problem solving affected by uncertainty. Being a Knowledge-
Based approach, it requires a Knowledge Base consisting in a map of
causal dependencies between failures (or anomalies) and their effects
(symptoms). Possibilistic Causal Networks are an effective formalism for
knowledge representation within this applicative field, but are affected
by different issues. This paper is focused on the importance of a proper
management of explicit contextual information and of the addition of a
temporal framework to traditional Possibilistic Causal Networks for the
improvement of diagnostic process performances. The necessary modifi-
cations to the knowledge representation formalism and to the learning
approach are presented together with a brief description of an applicative
test case for the concepts here discussed.

1 Introduction

An engineering diagnostic problem consists in the identification of the explana-
tion (or an ordered set of explanations) for a given set of observed manifestations
which have been recognized to be symptoms of a failure or of an anomalous be-
haviour in a dynamical system. The inference mechanism requires a Knowledge
Base (KB) consisting in a map of causal dependencies between failures (or anom-
alies) and their effects (symptoms). In real complex applications the assessment
of the existence of such causal dependencies might be affected by uncertainty and
Possibilistic Causal Networks (PCN) [1] are a very effective formalism for rep-
resenting this kind of uncertain knowledge, given their capability of graphically
capturing the propagation of the effects of an event within the problem do-
main and the qualitative approach to uncertainty handling. This paper presents
the advantages of explicitly representing contextual information and temporal
framework in PCNs; the knowledge management strategy is presented together
with the results of some practical applications.
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2 Knowledge Islands for Abductive Diagnosis

Diagnostic abductive inference [2] requires a KB consisting in a map of causal
dependencies between failures and their effects. Therefore the KB can be defined
as a set of Knowledge Islands (KIs) consisting in PCNs, each one representing the
uncertain causal correlations between each failure and its detectable symptoms.
The nature of events captured in the KB depends on the applicative domain,
and in case of engineering diagnostic problems it’s constituted by dynamical
systems.

A dynamical system can be represented by means of a set of variables V =
{v1, ..., vH}, whose possible states can be defined by a set of qualitative (fuzzy)
attributes S(vh) = {e1(vh), ...sK(vh)}. Then, let E = {v1, ..., en} be the universe
of events which can be represented in the KB, where ei = 〈vh, sk(vh)〉, i.e. an
event corresponds to a specific state (attribute) of a given variable (e.g. low
pressure, trigger off, etc. . . ). In particular, in a diagnostic problem, events can
be divided into nominal events, symptom events, and failure (or disorder) events.
A PCN is a Directed Acyclic Graph (DAG) that can be represented by the 3-
tuple

〈
N,Cf , Π

〉
, where:

– N = {n1, ..., nm} is the nonempty set of the network nodes; nodes without
parents are called ”header nodes”. Each node ni ∈ N corresponds to an
event ej ∈ E, and therefore N ⊆ E. Events corresponding to header nodes
are called ”header events”.

– Cf ⊆ N ×N is the causal framework of the network, which is a set of causal
correlations cfi = 〈nh, nk〉, cfi ∈ Cf , such that node nh corresponds to an
event which is a direct cause for the event corresponding to node nk.

– Π : Cf → [0, 1] is the possibility distribution, which associates a linguistic
weight (a qualitative measure of the intrinsic uncertainty), corresponding to
a value belonging to set [0,1], to each causal correlation [3].

PCNs used in abductive diagnosis are networks with only one header node
corresponding to a single failure (or disorder) event, under the assumption of
effects superimposition principle [4] (the case hereafter considered), or to a set of
contemporaneous failures otherwise. Therefore learning PCN consists in defining
a map between each failure event fi ∈ F and the 3-tuple

〈
N,Cf , Π

〉
, where F

is the universe of possible failures. In order to be operatively exploited by the
inference mechanism, any PCN must be formalized in terms of fuzzy sets [3].
M(fi)+ and M(fi)− are respectively the fuzzy sets of the manifestations (more
or less) certainly and (more or less) impossibly caused by the failure event fi. For
each node ñ ∈ N , its membership functions to those sets are defined: respectively
μM(fi)+(ñ) and μM(fi)−(ñ).

3 Issues in Knowledge Representation

PCNs as knowledge representation formalism are particularly suitable for man-
ual KB compilation, due to the graphical nature and the qualitative uncertainty
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management; the reliability of a manually acquired KB, however, depends exclu-
sively on the experience of the human expert who generated it. It is thus neces-
sarily incomplete, imprecise and dependant on the human expert confidence on
event occurrence. These limitations drive the development of algorithms for au-
tomatic learning of PCNs from data [1], [5]. However, even if a complete and fully
reliable KB is acquired (manually or with an automatic learning process), if rep-
resented as shown in Section 2 it will be always characterized by a low reliability
in every diagnostic problems applied to complex dynamical systems working in
dynamically changing environments, due to the lack of two fundamental pieces
of information: the explicit contextualization of KIs and the temporal frame-
work. The acquisition of these two knowledge components is a necessary step for
the improvement of diagnosis and, possibly, of recovery performances, and for
the increase of the diagnostic system robustness with respect to non determin-
istic failure dynamics and non deterministic interactions with environment and
changes in the system internal state.

4 Contextualized Possibilistic Networks

The representation of causal correlations between events or variables of a prob-
lem is contextual in nature. Both the existence of a correlation between two
events and the confidence in its existence, in fact, might be function of the con-
texts in which the events can occur. In most cases a failure, disorder or anomaly
can’t be correctly and reliably identified if no information about the context in
which symptoms and manifestations have been detected and observed is avail-
able. Moreover, failure criticality is strongly correlated to the context (e.g. a
battery failure on a satellite during an eclipse is more critical than the same
failure during light period) and different recovery procedures can be planned
depending on current context. The explicit representation of contextual infor-
mation within the KB is therefore a necessary step in the learning process.

The universe of possible contexts C∗ can be defined as the power set of the
universe of events E : C∗ = 2E . A generic context ck ∈ C∗ is the minimum
set of events whose contemporaneous manifestation is a necessary condition for
the univocal characterization of a KI, in terms of set of symptoms N(ck), set of
causal correlations Cf (ck), and possibility distribution Π(ck); if a condition is
not satisfied (e.g. an event belonging to ck is actually false), a different KI must
be associated to the same failure. Therefore a given set of events E∗ ⊆ E can be
considered a context (E∗ = ck) within KB only when it is associated to a specific
KI. Learning contextualized PCNs consists in defining a map between the couple
〈fi|ck〉, with fi ∈ F and ck ∈ C∗, and the 3-tuple

〈
N,Cf , Π

〉
. A KB represented

in this way allows to associate to each contextualized KI a criticality parameter
and, possibly, a recovery procedure. The fuzzy sets formalization must then be
changed defining M(fi|ck)+ and M(fi|ck)− as, respectively, the fuzzy set of the
manifestations more or less certainly and more or less impossibly caused by the
failure event fi in context ck. For each node ñ ∈ N , the membership functions
are: μM(fi|ck)+(ñ) and μM(fi|ck)−(ñ).
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5 Temporal Framework Management

A representation of the knowledge in form of PCN such as the one described in
Section 2 does not contain any temporal information, and the causal framework
is not sufficient to completely represent the dynamical correlations between fail-
ures and symptoms. In order to complete the knowledge domain, the temporal
framework must be considered and represented, too. In systems characterized by
complex dynamics, the symptoms of a failure might not be observed as instanta-
neous manifestations once the failure has occurred, but only after a certain delay.
If no information about this delay is available, neither the numerical knowledge
associated to each PCN, nor the entire diagnostic process can be considered
completely reliable. The proposed strategy for the integration of a temporal
framework in the KB consists in associating to each KI a Temporal Constraint
Map (TCM) defined as the couple 〈Order,Gap〉 where, for any couple of events
e1, e2 ∈ E associated to nodes n1, n2 ∈ N,Order : N ×N → {−1, 0,+1} is such
that:
– Order(e1, e2) = +1 if an event e1 is expected to occur certainly before the

event e2,
– Order(e1, e2) = −1 if an event e2 is expected to occur certainly before the

event e1,
– Order(e1, e2) = 0 if no information about the temporal constraint between
e1 and e2 is available;

while Gap : N × N → IR+ is, instead, the quantitative information about the
minimum delay, if it does exist, expected between the manifestations of the two
events. Note that if e1 and e2 are causally correlated, the temporal constraint
is already known; causality, in fact, necessarily implies a temporal sequence.
Therefore, learning contextualized PCNs with temporal framework consists in
defining a map between the couple 〈fi|ck〉, with fi ∈ F and ck ∈ C∗, and the
4-tuple

〈
N,Cf , Π, TCM

〉
. For the acquisition of the TCM during the learning

process, temporal data must be available in the reference data set. The most
important aspect of a KB represented in this way is that its formalization in
terms of fuzzy sets depends on the temporal variable, e.g. membership functions
are function of time (i.e. given two events e1, e2 ∈ E such that Order(e1 , e2) =
+1 and which are both certainly caused by a given failure fi, until e1 is absent,
e2 must belong to impossibly expected effects of fi, and it must be considered a
certainly expected effect only after the manifestation of e1).

A contextualized PCN with temporal framework can be formalized in terms
of fuzzy sets by defining:
– M(fi|ck; f)+, the fuzzy set of the manifestations more or less certainly caused

by the failure event ck at the time t since fi occurrence.
– M(fi|ck; f)−, the fuzzy set of the manifestations more or less impossibly

caused by the failure event ck at the time t since fi occurrence.

At generic time step t̃ the membership functions μM(fi|ck;�t)+
(ej) and

μM(fi|ck;�t)−
(ej) of a given event ej ∈ E are defined as follows: If ∃ej ∈ E such

that ej /∈M(t̃)+ ∧ ej ∈M(fi|ck)+, then:
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μM(fi|ck;t̃)+
(ej) ={

μ(fi|ck)+(ej), if ∃ê ∈ E ∧ ê ∈M(t̃)+ \Order(ej , ê) = +1 ∨Order(ej , ê) = 0
0, if ∀ê0 ∈M(t0)+, Order(ej , ê0) = −1 ∧minê0(Gap(ej , ê0)) > (t̃− t0)

(1)
μM(fi|ck;t̃)−

(ej) ={
μ(fi|ck)−(ej), if ∃ê ∈ E ∧ ê ∈M(t̃)+ \Order(ej , ê) = +1 ∨Order(ej , ê) = 0
1, if ∀ê0 ∈M(t0)+, Order(ej , ê0) = −1 ∧minê0(Gap(ej , ê0)) > (t̃− t0)

(2)
Else, if ∃ej ∈ E such that ej ∈M(t̃)+ ∧ ej ∈M(fi|ck)+, then:

μM(fi|ck;t̃)+
(ej) = μM(fi|ck)+(ej) and μM(fi|ck;t̃)−

(ej) = μM(fi|ck)−(ej) (3)

Where:

– M(t̃)+ and M(t̃)− are respectively the fuzzy sets of manifestations more
or less certainly observed and more or less certainly absent at time t̃, with
membership functions μM(t̃)+(ej) and μM(t̃)−(ej) for each event ej ∈ E,

– t0 is the time corresponding to the observation of the first symptom (or of
the first symptoms in case of multiple observations at the same time), once
the diagnostic process has been started.

6 Examples and Applications

A simulator of a bio-regenerative plant for human life support designed for a Lu-
nar Base will be used to provide some examples of the necessity of a proper con-
textual information and temporal framework management for diagnostic knowl-
edge representation. Fig. 1 shows a schematic view of the main components of
the plant.

The scenario considered for the plant design is referred to a mission at the
Lunar South Pole. The power generation and storage system consists in a solar
array composed by four fixed panels, a battery and a fuel cell. Solar arrays
(and the battery for power peaks) are used during light period, while the fuel
cell is used during lunar night (with battery as backup solution). Plants in the
greenhouse require CO2 during 12 - 14 hours per day of photoperiod, and O2 for
the remaining time. Table 1 shows that a failure on the O2 tank output line causes
different effects depending on operative context. For simplicity hereafter only
certain effects have been considered and linguistic weights have been omitted
in Fig. 2, which shows two different strategies for representing the contextual
information in KIs for the considered failure scenario: solution A is the one
described in this paper, while solution B is the only plausible alternative for
explicit representation of PCNs.

In case of solution B at each symptom acquisition step during diagnostic
process the entire KB must be explored and each logical condition (associated
to single nodes) must be verified. Moreover, in more complex situations, also the
linguistic weights associated to networks branches might depend on contexts,
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Fig. 1. Schematic view of the life support plant for a Lunar base

Table 1. Contextualization of effects of a failure in oxygen tank output line

Symptoms ID Description Context

↓ Wfr Reduction of power generated by fuel cell Lunar night
Batt act Reduction of power generated by fuel cell Lunar night
↓ SOC Reduction of battery state of charge Lunar night
H2block Stop of hydrogen supply towards the fuel

cell
Lunar night

↓ Hab.O2 Reduction of percentage of oxygen in habi-
tat module

Always

↓ Green.O2 Reduction of percentage of oxygen input in
greenhouse module

Out of plants
photoperiod

↓ Green.CO2 Reduction of CO2 produced by greenhouse Out of plants
photoperiod

Table 2. Contextualization of effects of a failure in oxygen tank output line

Symptoms ID Failure Description Temporal
Constraint

↓ Wsa String
loss, panel
loss

Reduction of power generated by
solar array

↓ SOC String
loss, panel
loss

Reduction of battery state of charge After ↓ Wsa

Minimum de-
lay=11s

SOC alarm Panel loss Battery state of charge under
threshold

After ↓ SOC
Minimum de-
lay=7s

with the result of a further increase of the number of logical conditions to be
checked at each step. The approach proposed in this paper (solution A), instead,
allows the utilization of a reduced portion of KB at each diagnostic step, i.e. the
one consistent with current context. While in case B six logical conditions must
be verified to define the search space of potential explanations, in case A they
are reduced to four, and until no change in the system state or in the external
condition is detect, the subset of contextual KIs is kept, without checking its
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Fig. 2. Contextual KI representation: the proposed approach (solution A) vs. an ap-
proach for contextual specification within a signle KI (solution B)

consistency at each step. Other two failure scenarios (f1: loss of a string of solar
array, and f2: loss of an entire solar panel) are presented in Table 2, in order to
demonstrate the need for a temporal framework in the KB.

Failures f1 and f2 cause the same symptoms within a time window of seven
minutes, e.g. until symptom SOC alarm can’t be detected. The knowledge of
this temporal information allows to know that these two failures can’t be distin-
guished before that time: such information can be exploited during the system
design phase in order to add a checkable effect which can help the failure dis-
tinction during diagnosis process.

7 Conclusions

Automatic learning of PCN from data can be an effective approach for the increase
of KB completeness and reliability in diagnostic applications. The presented ex-
amples and applications, however, demonstrate that further kinds of information
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must be explicitly included in the knowledge representation formalism for diag-
nosis improvement: contextual information and a temporal framework.

The advantages of the proposed approach for a proper management of this
kinds of information in KB have been discussed and a strategy for the formal-
ization of these concepts in KIs used in abductive diagnosis problems applied to
dynamical systems has been proposed.
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Abstract. Fuzzy Inductive Reasoning (FIR) methodology is a very
powerful tool for creating a mixed qualitative-quantitative model of any
dynamical system by using its input and output signals. One of the
key issue of this methodology is the creation of the mask, i.e. a matrix
that contains the causal dependencies among the signals of the systems
for particular time steps. This paper describes the ARMS – Automatic
Reconstruction of the Mask Scheme – methodology that gives the op-
portunity of creating a sub-optimal mask with very good performances
without an exhaustive search in the space of all the possibilities. This
methodology has been validated on a wide class of dynamical system
(from LTI systems to chaotic time series) and it has been compared to
other methods proposed in literature.

1 Introduction

The Fuzzy Inductive Reasoning (FIR) methodology is a very powerful tool for
creating a mixed qualitative-quantitative model of any dynamical system. The
first key concept of this methodology is Fuzzy Logic that is used for manag-
ing qualitative values, after the fuzzification of the most relevant signals, and
for reproducing the qualitative dependencies between system variables, thus in-
creasing the capability of reproducing the behaviour of a system affected by
uncertainty, vagueness, or imprecision. The other key issue is the utilization of
the Inductive Reasoning that is used for inferring general (qualitative) rules from
passed observation. FIR is well known and detailed literature is available on that
topic [1][2][3]. A very general description of the concepts of this methodology for
creating models of dynamical systems is given in this short introduction, in order
for better understanding the problems associated with it, and with the definition
of the inductive rules. The signals coming from the system are firstly sampled
and then they are fuzzified, i.e. converted into a triple of data: class, side, value:
class is the name of the Gaussian membership function that is associated to the
variable (e.g.: x is high), whereas, side and value are two parameters that allow
the user to define the membership degree of the considered sampled data to the
set (e.g.: 0,8 ); in general the class is indicated with an integer that stands for
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a linguistic value (e.g.: “1” means “high” whereas “2” means “low”). In the
second phase of the methodology, these signals are exploited for creating the
qualitative if-then rules: the so called mask, a matrix that contains the causal
dependencies among the signals of the systems in particular time steps, is ap-
plied to the series of qualitative (fuzzified) signals. As an example, the system
described in (1):

y1 (t) = f (u3 (t− 2 ·Δt) , u1 (t−Δt) , u4 (t−Δt) , y1 (t−Δt) , u1 (t)) (1)

where f is a general non-linear function, y are the outputs of the system, and u
are its inputs, could be reproduced by the mask M presented in (2). The value
‘+1’ in the mask is related to the value to be forecasted, a ‘−1’ is inserted in the
time steps of the variables that are highly related to the value to be forecasted,
whereas ‘0’ means that no dependency exists.

u1 u2 u3 u4 y1

M =

⎡
⎣ 0 0 −1 0 0

−1 0 0 −1 −1
−1 0 0 0 +1

⎤
⎦ t− 2 ·Δt

t−Δt
t

(2)

Applying the mask to the fuzzyfied data, it is possible to construct the quali-
tative causal rules that represent the model of the system; this process produces
the three matrices of the pseudo-static relations (one for the classes, one for
the sides, and one for the membership values), as depicted in Fig. 1 where the
mask (2) is used. These rules are interpreted in the standard if-then formalism
by linking each number to the linguistic membership class; as an example, the
rule highlighted in Fig. 1 could be read in the following way:

If u3 at time t− 2 ·Δt is ‘high’, and u1 at time t−Δt is ‘low ’, . . . and u1
at time t is ‘medium’, then y1 at time t is ‘low ’.

The number of rows of the mask matrix is called the depth of the mask,
whereas the number of non-zero elements in the mask is called the complexity of
the mask; as an example, in (2) depth is equal to 3 and complexity is equal to 6.
In the FIR methodology, the off-line modelling phase deals with the identifica-
tion of the best mask among all the possible ones; in order to achieve this target,
the quality of the mask is judged using the index Qm = Hr ·Or. Or is the obser-
vation ratio, it could takes values in the interval [0,1] and it is equal to 1 when
in the values extracted by the training set using the mask, there are at least five
observations for each of the possible state. Hr is the entropy reduction and it
derives by the Shannon’s entropy, i.e., a measure of the uncertainty related with
the forecasting of an output given any possible state vector (for more details on
the quality index see [2]). Under the same value of complexity, the mask with
the quality index nearest to 1 should be preferred for extracting the behaviour
of the system. The forecasting process basically consists in the superimposition
of the mask on the qualitative data collected by sensors at each sample time.
The current obtained qualitative vector is compared with the antecedent of all
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the pseudo-static rules, in order to identify the 5 nearest one on the basis of a
pre-defined metric; this operation is performed with the so-called 5NN algorithm
(Five Nearest Neighbour – for a definition see [1] and [2]). The consequent parts
of these 5 pseudo-static rules gives a qualitative forecasting of the current value
of the output signal; the forecasted output ultimately undergoes a defuzzifica-
tion process that gives the numerical value. In Section 2 the ARMS algorithm
for constructing the mask in an autonomous way is described: it gives the op-
portunity of creating a sub-optimal mask with very good performances without
an exhaustive search in the space of all the possibilities. Next section proves
that is very advantageous the search for a sub-optimal mask instead of the one
with the highest value of the quality index. Moreover, in Section 4 some tests
are described whose goal is to prove the efficacy of the proposed methodology
because it reduces the amount of calculation required for creating the mask.

Fig. 1. Creation of the pseudo-static relations using the FIR

2 The ARMS Algorithm

The most simple way for finding the best mask of a dynamical system is rep-
resented by performing an exhaustive search in the mask space. In order to
compare all the masks it is possible to look at the value of their quality index
Qm obtained with the application of the FIR methodology on the chosen train-
ing set: the highest Qm is associated with the preferred mask. Therefore it is
necessary to study different techniques that can speed up the generation of the
system’s model. In this section an algorithm called ARMS, similar to the hill
climbing method, is presented. The purpose of the algorithm is to find out the
mask with the highest quality with a user-defined value of complexity. The first
step of the algorithm is an exhaustive search of the element with the highest
quality index in the subset of the mask space characterized by complexity 2, i.e.
with only one ‘-1’ in the matrix. The second step is the same search performed
in the sub-space of masks with complexity equal to 3, that could be obtained
by adding an element to the best-quality mask identified at the previous step.
This passage is repeated for the next steps, from complexity 3 to 4, from 4 to 5,
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and so on, until the user defined maximum complexity is reached. Fig. 2 gives a
visual description of the tree of the masks chosen step by step. It is evident that
this algorithm that exploits a bottom-top approach reduces the number of the
masks whose quality index must be evaluated in comparison with the exhaustive
research, thus improving the performance of the search method.

The ARMS methodology belongs to the class of hill climbing algorithms, and
it is quite similar to the approach proposed by Van Welden in [4]; in this Ph.D.
thesis an exhaustive list of methods for building the structure of the mask is
provided together with a lot of comments and evaluations. The main difference
with the Van Welden method, is that ARMS starts from empty masks, i.e. masks
with the lowest complexity, and then it increases the value of the complexity
parameter, whereas the other method starts from a full masks, i.e. the complexity
has the highest value, and at each step it removes the causal link, i.e. the ’-1’
in the mask, associated with the minimum value of the quality index. In the
remaining part of the paper, a comparison between the two methodologies will
be given and an evaluation of ARMS will be provided on the basis of some tests
performed on a wide class of dynamical systems reported in [5] that are:

– a linear time invariant (LTI) system, in particular a mass-spring-damper
with sinusoidal forcing functions;

– a linear time invariant (LTV) system, similar to the previous one with vari-
able spring stiffness;

– non linear systems, such as the Duffing and the Van der Pol oscillators and
the Lotka-Volterra system;

– the Henon and the Mackey-Glass chaotic time series.

Fig. 2. Functional diagram of the ARMS algorithm

3 Using the Suboptimal Mask

In order to justify the decision of searching for a suboptimal mask instead of
the one with the maximum value of the quality index, some preliminary tests
have been performed on all the cases introduced in Section 2. As an example,
the results obtained on the aforementioned LTI system are reported in Table 1
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(see also [5] for details on this system): the five masks with the highest quality
indexes have been selected and their mean squared error (MSE - for its definition
see [1] and [2]) in forecasting 1500 sampling data have been evaluated with a
complexity that goes from 3 to 5. The five best quality masks analysis confirms
that the highest values of the quality index correspond to the minimum MSE
values, justifying the utilization of one of the suboptimal masks. Moreover, it
is not guaranteed that the highest quality mask has the minimum error for the
same complexity values, but in general it is very close to the absolute minimum
value. The same consideration has been given by Van Welden in [4], so it is very
useful to use a suboptimal mask for system identification. Moreover, this issue
gives the possibility not to search for the optimal mask with an exhaustive search,
thus justifying the efficacy of the ARMS algorithm in reducing the number of
the masks evaluated.

Table 1. Evaluation of the MSE of the five best quality masks

Complexity M1 M2 M3 M4 M5

3 0,7490 0,7490 0,7321 0,7168 0,7168 Qm

3 0,3012 0,3458 0,2881 0,3027 0,4390 MSE

4 0,7365 0,7050 0,6817 0,6701 0,6578 Qm

4 0,3436 0,3911 0,2944 0,3113 0,3122 MSE

5 0,6100 0,6094 0,6094 0,5905 0,5905 Qm

5 0,3273 0,3828 0,3515 0,3707 0,4103 MSE

4 Performances of the ARMS Algorithm

This ARMS approach has been validated on the wide class of systems presented
in Section 3 in order to prove the correctness of the following statement:

“passing from a complexity level to the next one, from the highest quality mask
it is possible to reach masks with highest quality” and vice versa.

Fig. 3 depicts this situation for the LTI case: the circles represent the values of
the quality index of all the mask for the complexity parameter that goes from 2
to 8, whereas the lines connect all the best quality mask obtained with the ARMS
search with the children masks. It has to be noticed that, except for complexity
equal to 7, in general ARMS gives the mask that could be obtained with the
exhaustive search for a predefined complexity value. It is possible to demonstrate
now the counterpart of the aforementioned rule; in Fig. 4 this situation is well
represented, always on the LTI system. All the children masks that are generated
from the worst quality matrix of the previous complexity value possess very slow
quality values, so it is better to avoid to follow this path. The same results have
been obtained on all the other test benches, even if they are not here reported
for lack of space.
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Fig. 3. Quality of the mask studied with the ARMS algorithm with growing complexity

Fig. 4. Quality index of the mask selected by augmenting the complexity of the worst
one

The relevance of the ARMS algorithm is its efficacy in reducing the time
required for obtaining the suboptimal mask that could be used for reproducing
the dynamical system under observation. In the LTI case, the ARMS algorithm
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Table 2. Number of masks evaluated with the exhaustive search and ARMS (LTI
system)

Complexity 2 3 4 5 6 7 8

Exhaustive search 17 136 680 2380 6188 12376 18448
ARMS Method 17 16 15 14 13 12 11

evaluates only 98 mask instead of the 41225 of the exhaustive search, with a
reduction factor of 420 (Table 2).

The analogous result could be observed by measuring the time for computation
required in the LTI case. All the calculations have been performed on a machine
endowed with a Pentium 4 (2.8 GHz) and 512 Mb of RAM. For the ARMS algo-
rithm there is a linear trend that never exceeds 1 second in the chosen interval of
complexity [2 – 8]; on the contrary, the exhaustive search shows an exponential
behaviour that reaches more than 650 seconds when the complexity index is 8.

The ARMS algorithm confirms its good quality in reducing the number of
evaluated mask on all the other test cases described in Section 2; in particular,
Table 3 reports the values obtained for the Duffing non linear system. In this
case, the mask has an higher depth and there are more variables, i.e. the matrix
is bigger than in the LTI case, so the reduction factor is higher than in the
previous case: it has a value of about 1400 (with the evaluation of 145 masks
instead of 206367).

Table 3. Number of masks evaluated with the exhaustive search and ARMS (Duffing)

Complexity 2 3 4 5 6

Exhaustive search 31 465 4495 31465 169911
ARMS Method 31 30 29 28 27

Some other tests have been performed in order to evaluate the differences
between the ARMS algorithm and the one proposed by Van Welden. The first
relevant result is that in all the considered cases, ARMS obtained masks with a
quality index higher than the one obtained with the Van Welden method. Sec-
ondly, masks with a low degree of complexity better describes the most important
frequencies, instead masks of high complexity better describes the lest important
frequencies. The proposed approach, passing from masks with low complexity
to masks with high complexity, consents to capture directly the most important
behaviour of the system and then to add secondary information.

5 Conclusions

One of the most difficult task to be faced when applying FIR for solving the
problem of creating the model of a dynamical system, is the reconstruction of
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the matrix of causal dependencies that is called mask. In this paper the ARMS
algorithm has been described together with the very good results obtained: it
allows to reduce the amount of time required for calculation of the best mask
with very high factors. The obtained suboptimal mask has showed its very good
properties in a wide class of dynamical systems (from LTI to chaotic series),
thus increasing the confidence in the ARMS algorithm [5]. With the proposed
ARMS algorithm, the utilization of the Fuzzy Inductive Reasoning becomes eas-
ier because it inserts some autonomy in the process of creation of the internal
model of the system. The other parameters to be selected in the FIR methodol-
ogy, together with the rules defined in order to best exploit its capabilities, are
currently under investigation.
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Abstract. Universal approximation is the basis of theoretical research and 
practical application of fuzzy systems. The ability of fuzzy models to model 
static information has been successfully proven and tested, while on the other 
hand their limitations in simultaneously modelling dynamical information are 
well known. Generally, the fuzzy model is a correct zero-order representation of 
a process or function. However the derivative of its mathematical expression is 
not necessarily a derivative fuzzy model of the process or function. A perturbed 
fuzzy system, as a generalization of the traditional fuzzy system, is proposed. It 
has the ability to uniformly approximate continuous functions and their 
derivatives on arbitrarily compact sets to the desired degree.  

Keywords: Derivative approximation, Fuzzy modelling, Fuzzy System. 

1   Introduction 

Models are needed for various purposes such as simulation, design and system 
analysis, decision making, process control, diagnosis, monitoring, and supervision. 
One of the most popular approaches to model these processes is the fuzzy system 
based on fuzzy set theory, which makes it possible to work with natural vagueness 
and incompleteness of information while using exact mathematical structures. Usually 
the fuzzy logic is introduced as a way of formally describing and manipulating 
linguistic information. 

In most situations the systems have derivative information expressing tendencies, 
motions, agitations, perturbations, etc. However, contrarily to the analytical 
mathematical models, fuzzy systems have not the ability to apprehend this type of 
information. To remedy that, this work proposes a new fuzzy system, a perturbed 
fuzzy system that is capable of modelling the derivative information, while 
maintaining the inference mechanism and structure model of a traditional fuzzy 
system.  

In the traditional fuzzy modelling process, fuzzy rules are collected as photos in a 
photo album (not as a movie). Thus, the natural linguistically dynamical process is not 
captured by static fuzzy rules and consequently the derivative information is lost. 

In this paper we consider several general families of functions, including some of 
the most popular fuzzy systems, and for all it is shown that the resulting fuzzy system 
has the ability to uniformly approximate continuous functions and their derivatives on 
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arbitrarily compact sets to the desired degree, with linguistic interpretability of the 
approximation. This result is independent of the fuzzy set’s shape, continuity and 
derivative. To do this, we investigate the relationship between the potential 
translations of fuzzy sets within the fuzzy relationships, which are capable of 
describing local trend of the fuzzy models (temporal or positional derivatives). 

2   The Fuzzy System 

Various structures and learning algorithms are capable of implementing fuzzy models 
that can be perturbed in order to model the derivative information, as presented in the 
next section. Without any loss of generalization, in this paper we use the fuzzy system 
resulting from the following algorithm. 

Consider a system ( )y f= x , where y is the output variable and 

[ ]1, ,
T n

nx x R= ∈"x  is the input vector. Let [ ] [ ]1 1, ,n nα β α β= × ×U  be the domain 

of input vector x . The problem we are going to solve is the following. Consider the 

input-output data pairs ( )( ), ,   1,2, ,i
k k py k n=x , where k ∈x U  and ( )i

ky V R∈ =  is 

the derivative value, with 1,2, ,i r= " . This data is assumed to be generated by an 

unknown nonlinear function ( )y f= x  and our objective is to design a fuzzy system 

( )g x  based on these input-output pairs that approximates the unknown 

function ( )f x . 

Typically, the expert knowledge expressed in a verbal form is translated into a 
collection of if-then rules of the type: 

1 2 1 2 , , ,1 2

1 2
, , , 1 2: IF  is  and  is  and and  is  THEN  is 

n n i i in

n
i i i i i n iR x A x A x A y C  (1) 

where 
j

j
iA in jU  and 

, , ,1 2i i in
C in V are linguistic terms characterized, respectively, by 

fuzzy membership functions ( )
j

j
i jA x  and ( )

, , ,1 2i i in
C y , and the index set is defined by 

{ }1 2, , , | 1, 2, , ; 1, 2, ,n j jI i i i i N j n= = =  (2) 

Fuzzy system ( )g x  is constructed through the following steps: 

Step1: Partition of the input space — For each j, 1, 2, ,j n=  define Nj fuzzy sets  

in ,j jα β⎡ ⎤⎣ ⎦  using the following triangular membership functions: 

( ) ( )1 1; , ,j r r r
r j j j j jA x x x x xμ − += , for 1, , jr N= , 1 jN

j j j jx xα β= < < = , with 

( ); , ,x a b cμ  a triangular membership given by ( ) ( ) ( ); , , {x a b c x a b aμ = − − , for 

( ) ( );  a x b c x c b≤ ≤ − − , for b x c≤ ≤ ; 0 otherwise} and a b c< < . After completing 

this task, the domain space is partitioned by a grid of triangular membership 
functions. The antecedent of fuzzy rule 

1 2, , , ni i iR  in (1) can be viewed as the fuzzy set 
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1 , , n j

n j
i i j iA A= ∈× U , with the membership functions ( ) ( ) ( )

1 1

1
, , 1n n

n
i i i i nA A x A x= ∗ ∗x , 

where * is the min or product T-norm operator and 1, , ni i I∈ . 

Step 2: Learning of the Rule base — For each antecedent, with index 1, , ni i I∈ , find 

the subsets of the training data where the membership function ( )
1 , , ni iA x  is not null. 

If the number of points found is not zero, then rule 
1 , , ni iR  is added to the rule base, 

represented by a table of indexes: ( ){ }
1 21 , , ,, , : 0, 1, ,

nn i i i k pRB i i I A x k n= ∈ > = . 

Step 3: The fuzzy system — Here we assume the use of the singleton fuzzifier, the 
product inference engine and the centre-average defuzzifier. The fuzzy system can 
thus be represented by: 

( ) ( ), Tg = ⋅x p xθ θ  (3) 

where ( ) ( ) ( )1 , ,
T

Mp p= ⎡ ⎤⎣ ⎦"p x x x  and [ ]1, ,
T

Mθ θ= "θ  are the vectors of fuzzy 

basis functions (FBF’s) and the constant consequent constituents, respectively. lθ  is 

the point in V at which ( )
l

C y  achieves its maximum value and l RB∈  is the index 

of the rule. Each fuzzy basis function (FBF) of the fuzzy system is given by 

( ) ( ) ( )
1

M

l l l
l

p A A
=

= ∑x x x . 

The Fuzzy Model (FM) described by (3) has been clearly recognized as an 
attractive alternative to functional approximation schemes, since it is able to perform 
nonlinear mappings of any continuous function [1]-[5].  

3   The Perturbed Fuzzy System 

In this section, we consider the approximation of a function and its derivative 
functions by a specific family of perturbed fuzzy systems, based on the “potential” 
perturbation of membership functions. 

We can interpret the derivative of a function ( )f x  as a measure of the effect of a 

perturbation due to its translation in the domain space: 

( ) ( ) ( )
0

,
h

df x F x h f x
lim

dx h→

−
�  (4) 

where ( ) ( ),F x h f x h= +  is the perturbed version of ( )f x , due to a translation 

process, and h is the perturbation vector. This type of perturbed function, belonging to 
a set of perturbed functions presented in Definition 1, obey to Theorem 1. 
 
Definition 1. Let ( ),F x h  be a perturbed version of ( )f x , both real functions, where 

x is in the real interval ( ),a b  and h is in { }:h hΩ = ∈ −Δ < < Δ\ , with Δ a fixed 
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positive real number. We say that for 0ε >  there is a h < Δ  such that 

( ) ( ),F x h f x ε− <  and ( ) ( ),0F x f x= . 

 

If ( ),F x h  is a continuous and differentiable function with respect to the perturbation 

variable h ∈Ω , the derivative of the perturbed function can also be a perturbed 
version of the derivative function of ( )f x . This result is present on the following 

theorem, whose proof is here omitted.  
 

Theorem 1. Let ( ) ( )v
xf x C∈ \  and ( ) ( ), v

hF x h C∈ Ω  be continuous and 

differentiable functions with respect to x and h, respectively. If ( )f x  is a v-times 

continuously differentiable function then, then there is a perturbed function ( ),F x h  

that verifies: 

( ) ( )lim ,
h o

f x F x h
→

=         and       
( ) ( )

( )

( ) ( )
( )0

,
lim

i i

i ih

d f x d F x h

dx dh→
= , 1, ,= "i v  

 

Here, our goal is to prove that it is possible to create a fuzzy system G capable of 
approximating function F, and so capable of approximating function f and its 
analytical derivatives, i.e. 

( ) ( ), ,G x h F x h≈  and 
( ) ( )

( )

( ) ( )
( )

, ,
,  1, ,

i i

i i

d G x h d F x h
i r

dh dh
≈ = "  

For the problem of estimating the derivative approximation, we propose a fuzzy 
system with perturbations of fuzzy sets ( )lA x  and ( )lC y . So, perturbation 

parameters of various fuzzy sets could be estimated in order to catch the linguistic 
derivative information to the fuzzy model. This perturbed fuzzy system will be able to 
approximate the perturbed version of ( )f x , as presented in Definition 1. In the 

absence of any perturbation factor, this function should be identical to ( )f x . 
 

Definition 2. The perturbed fuzzy set of A U∈  of order v, denoted as ( ),A x h  or as 

hA , is the fuzzy set on the product space given by ( ),x h U H∈ × , with 

 i) ( ) ( )
0

lim h
h

A x A x
→

=  

 ii) hA  a continuous function of variable h H∈ , differentiable up to order v, 

where h is the perturbation vector that belongs to the perturbation space. 
 
Two types of perturbed fuzzy set will be used in this work: the translation fuzzy set 
and the additive fuzzy set, presented on Definitions 3 and 4, respectively. 
 

Definition 3. hA  is a perturbed fuzzy set resulting from a translation process of a fuzzy 

set A of U when its membership function is given by: 
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( ) ( )( )hA x A x hφ= −  (5) 

Perturbation ( )hφ  moves fuzzy set A from its natural position to another position in 

the neighbourhood.  
 

Definition 4. Let A be a fuzzy set defined on U and hA  the fuzzy set on U that results 

from the perturbation of A by h:  

( ) ( ) ( )( )1 ,hA x A x h xσ= +  (6) 

where ( ) ( ), xh x hσ σ=  is the additive perturbation function with values in such a 

way that ( ) ( )( ) ( )1x h A x A xσ ≤ −  in order to preserve de normality of ( )hA x . 

 
Definition 5. Let ( )g x , the fuzzy system given by (3), and ( ),G x h , its perturbed 

version, be real-valued functions defined when x is in a closed real region 

[ ] [ ]1 1, ,n nα β α β= × ×U  and h is in the real region Ω, which contains the null value, 

i.e. Ω ⊃ 0 . Then we have ( ) ( )lim ,G g
→

=
0h

x h x . 

 

In the context of this work, the perturbed fuzzy system ( ),G x h  of fuzzy system 

( )g x  results only from the perturbation of both the antecedent and the consequent 

fuzzy sets of fuzzy rules. Naturally, various types of perturbations can be used by the 
model, resulting in perturbed fuzzy systems with different behaviours and properties. 
We chose perturbed fuzzy sets of the additive type for the antecedents, with the same 
perturbation process for all of them, i.e. ( ) ( ), ,  for ,i jh x h x i jσ σ= ∀ , and of the 

translation type for consequents, with distinct perturbations, i.e. 

( ) ( ), ,  for i jh x h x i jφ φ≠ ∀ ≠ . Under these conditions, the perturbed version of fuzzy 

system (3) is given by: 

( ) ( ) ( )
( )

,1

,1

,

M

l h kl
N

l hl

A x y h
G x h

A x
=

=

= ∑
∑

 (7) 

where ( ) ( )
kk k yy h y hσ= + . 

The following theorem establishes that under certain mild conditions on the basis 
function A, fuzzy system represented by (7) is capable of approximating arbitrarily 
well any function in ( )pL U , where nU ⊂ \  is an arbitrarily chosen L-measurable 

bounded set whose measure is nonzero. 
 

Theorem 2. Let ( )f x  be a continuous and differentiable scalar function, ( )g x  its 

approximation by fuzzy model (3), and ( ),G x h  a perturbed fuzzy system of type (7). 

Consider that one perturbation process is used for all antecedent fuzzy sets A, 
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( ) ( ), ,  for ,i jh x h x i jσ σ= ∀ , and further consider an appropriate continuous and  

v-times differentiable translation function ( ) ( ), ,  for i jh x h x i jφ φ≠ ∀ ≠ , for 

consequent sets ( )
l

C y . Then for any x U∈ : 

i) ( ) ( )0lim ,hg x G x h→=  

ii) 
( )

( ) ( )( )0
supp
sup lim ,h

x f
f x G x h ε→

∈
− <  

iii)
( )

( ) ( )
( )

( ) ( )
( )0

supp

,
sup lim

i i

h i i
x f

f x G x h

x h
ε→

∈

∂ ∂
− <

∂ ∂
, for 1, ,i n= …  

 
The proof of Theorem 2 can be found in [4]. 
 
Lemma 2. Let ( )

ky hφ  be the perturbation function affecting kth consequent 

membership function’s centre, and ( )k
x hσ  the potential translation function of the kth 

antecedent membership function. For ( )k hφ  a polynomial function of order n, 

( ) ( ),
1

!
r

j r
k k k j k

j

y h y b h j P h
=

= + =∑ , and ( )k
x hσ  an additive function, which is the 

same for all antecedents, then we have: 

( ) ( ) ( ) ( )
1 1

,
N Nr

l k lk k
G x h A x P h A x

= =
=∑ ∑  (8) 

where ( ) ,
0

!
r

r j
k k j

j

P h b h j
=

=∑  (with ,0k kb y= ). Fuzzy system (8) is an approximate 

function of function ( )f x  and its derivative functions, up to the rth-order derivative. 

4    The Derivatives Learning Algorithm 

Let ( )f x  be a function in n\ . Suppose that the noisy scattered data iy  is collected 

at points n
k ∈\x , k = 1, 2, ..., n. The problem is to find a function such that its partial 

derivatives approximate the exact partial derivatives of function ( )f x . Let 

{ }1, , , ,k n" "x x x  be a set of finite distinct points in n\  that are not collinear and Ω 

its convex hull. Suppose r
iS  is a sphere in Ω with centre in node xi and with radius r. 

Let r
is  be the total number of points included in sphere r

iS  and s be the total number 

of points in domain Ω. 
The present algorithm considers the following optimization problem: 

( ) ( )( )2

, ,
1 1

arg min , ,
k k

i j i i i jr
j i i

s
J k d G

s
ϕ ρ

= =

= − +∑∑θ
θ θ

G
x h  (9) 
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with { }, 1  if ;0  otherwiser
i j j ix Sϕ = ∈ , where ,i j j i= −h x x , 0ρ ≥  is a regularization 

parameter, T=θ θ θ
G

G  and θ is the parameters vector of the consequents’ 

polynomial. This is a Tikhonov-like regularization problem [5]. This performance 
criterion leads to the minimum of a non-negative quadratic function, giving the 

optimal weight vector ( ) ( )1 Tρ −= +R G A dθ . 

5   Numerical Results 

In this experiment, we use the interpolation of data from a known function. We use 
data corrupted by white noise with variance 0.05. For validation purposes, assume 
that the function is 

( ) ( ) ( )( ) ( )( )2 30.02 12 3 3.5 7.2 1 cos 4 1 0.8sin 3f x x x x x xπ π= + − + × + × +  (10) 

and its derivative function is obtained by the known mathematics derivative rules.  
The input interval [0; 1] is made discrete using a resolution step T = 0.01, which 

yields a set of 101 points {xi}, i=1,…,101. Equation (10) is used to compute the 
corresponding output, and the training set for the proposed algorithm is generated by 
randomly selecting half of these points from this set of input–output pairs. In the first 
step, the domain space is partitioned by a grid of triangular memberships with  
Nj = 12, where the extremes of the memberships are meeting with the centre of the 
adjacent membership function. After this, the rule base has 24 fuzzy rules. 

 

Fig. 1. Approximation of the original, the first derivative and the second derivative of function 
(10) with corrupted data. Solid line: exact function; dashed line: fuzzy model. 
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Table 1. Square error of the approximation 

Order of derivative Fuzzy model 
0 0,040 
1 0,395 
2 14.12 

Figure 1 shows the approximation of function (10) by the perturbed fuzzy system 
(8), where the fuzzy rules’ consequents are second-order polynomial functions, with 
corrupted data. Curves show good agreement between function values and the 
estimated model’s output, as well as for the first and second derivatives’ values. The 
performance of the learning algorithm is shown in Table 1. 

6    Conclusions 

The ability of Fuzzy Systems to approximate any sufficiently smooth function, 
reproducing its derivatives up to any order, has been demonstrated, assuming that the 
fuzzy sets of input and output fuzzy spaces are sensitive to the perturbations. This 
work establishes a formal analysis of the estimation processes involved in automatic 
rule generation mechanisms of simultaneous estimation of functions and their 
derivatives using information contained in finite numerical samples extracted from 
modelled systems.  
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Abstract. In this study, we are concerned with a new category of logic connec-
tives and logic neurons based on the concept of uninorms. Uninorms are a gen-
eralization of t-norms and t-conorms used for composing fuzzy sets. We discuss
the development of such constructs by using genetic algorithms. In this way we
optimize a suite of parameters encountered in uninorms, especially their identity
element. In the sequel, we introduce a class of logic neurons based on uninorms
(which will be refereed to as unineurons). The learning issues of the neurons are
presented and some experimental results obtained for synthetic and benchmark
data are reported.

1 Introduction

Triangular norms (t-norms) and the corresponding t-conorms play a fundamental role
in several branches of mathematics [7], e.g., in probabilistic metric spaces, the theory
of generalized measures, game theory, and fuzzy logic [7,9]. Let us recall that t-norms
are considered to be special semigroup operations on [0, 1] with neutral element equal
to 1. Observe that we can use strictly increasing bijections from the unit interval onto
itself in order to construct new t-norms from a given one [9]. The semantics of logic
operators (logic connectives) in fuzzy sets is enormously rich. Some of the most recent
conceptual developments along this line involve uninorms [8,5,6,10] nullnorms [1] and
ordinal sums [3] of t-norms, just to name a few of them.

Logic operators are the crux of the fundamentals of the fuzzy sets or granular com-
puting in general. Quite commonly, more advanced models of logic connectives come
with a suite of adjustable parameters whose role is to customize the operator to available
experimental data. This flexibility should come hand in hand with a viable method of
optimizing these parameters. Subsequently, the optimization should be efficient enough
and supported through some architectural realizations of the operators. This tendency
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is quite visible in case of Neural Network (NN) implementations of AND and OR op-
erators with weights, AND/OR logic hybrids [8,6] and ordinal sums [4,3].

The main objective of this study is to introduce a new category of logic connectives
and logic neurons based on the concept of uninorms. We note that in [8] an approach to
define the structure of both AND and OR neurons by using uninorms is proposed and
a gradient descend algorithm to learn the parameters has been introduced. Moreover
in [3,4] the generalization of t-norms is obtained by using the ordinal sums and to
learn the parameters Genetic Algorithms (GAs) were considered. Here we discuss the
development of the uninorms by using GAs. In the sequel, we introduce a class of
logic neurons based on uninorms, that are a generalization of the neurons introduced in
[8] and that use the same learning mechanism based on GAs. The learning aspects of
the neurons are discussed. Experimental results are shown on synthetic and benchmark
data.

The paper is organized as follows. In Section 2, we describe the uninorms-based
generalization of norms. In Section 3, we focus our attention on the genetic optimiza-
tion of uninorms and uninorm-based logical neurons. In Section 5, we present several
experimental results obtained when using uninorms and unineurons on benchmark data
sets.

2 Uninorms - A Brief Summary

We start our discussion by recalling that both the neutral element 1 of a t-norm and the
neutral element 0 of a t-conorm are boundary points of the unit interval. A uninorm is
a binary operation u : [0, 1]2 → [0, 1] which satisfies the properties of Commutativity,
Monotonicity, Associativity and it has a neutral element e ∈]0, 1[ (see Figure 1). No-
ticeably we allow the values of the identity element e to vary in-between 0 and 1. As a
result of this, we can implement switching between pure AND and OR properties of
the logic operators occurring in this construct. In this study we confine ourselves to the
following family of constructs that seem to be highly interpretative and thus intuitively
appealing:

Let t be a t-norm, s be a t-conorm and e ∈]0, 1[. In the spirit of the construction
of Ordinal Sums [4,3] the following operation ut,s,e,α : [0, 1]2 → [0, 1] (α = min or
α = max) make [0, 1] into fully ordered semigroups with neutral element e:

ut,s,e,α(x, y) =

⎧⎨
⎩
e · t(x

e ,
y
e ) if (x, y) ∈ [0, e]2

e+ (1− e) · s(x−e
1−e ,

y−e
1−e ) if (x, y) ∈ [e, 1]2

α(x, y) otherwise
(1)

Obviously, ut,s,e,min is a conjunctive, and ut,s,e,max is a disjunctive uninorm.
Interestingly, we observe that the two intermediate regions deliver some flexibility to

the specific realization of the uninorm [8]. Conceptually, this realization favors different
slant of the logic aggregation with the dominant nature of the AND or OR character. As
indicated, a certain value of the identity element implies some mixture of the logic op-
erations. Considering the area occupied by some t-norm (and minimum) and t-conorm
(and maximum, respectively), we can quantify the or-ness and and-ness character of
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Fig. 1. The structure of a uninorm with neutral element e

the uninorm by computing the following integrals that reflect the corresponding areas
of the unit square:

– or-ness degree: (1− e)2 for AND dominance and 1− e2 for OR dominance
– and-ness degree : 1− (1− e)2 for AND dominance and e2 for OR dominance

This helps us to understand the character of the logic aggregation completed by some
uninorm and expressed in terms of the generic logic connectives. The case of e = 0.5
places the uninorm in a neutral position with an equal balance of the OR and AND
properties.

3 Uninorms and Genetic Algorithms

In the previous section, we showed how the uninorms form an interesting generalization
of t-norms and t-conorms. To effectively construct a uninorm, one has to come up with
a numeric value of the neutral element and to choose some models (realizations) of
t-norms and t-conorms.

Furthermore one has to choose one of the lattice operators (min or max). Given
the combinatorial character of the optimization, we consider the usage of the genetic
optimization.

The essential component to be defined when using GAs is to come up with a suitable
format of a chromosome. An intuitive appealing alternative could be to consider the
following string

t̃ s̃ ẽ α

where the entries are defined in the [0, 1] range.
More specifically, denoting by m the number of t-norms to be considered in the

optimization then we associate certain t-norm tk(k = 1, 2, . . . ,m)

t̃ ∈
[
k − 1
m

,
k

m

]
→ tk. (2)

In the same way we can construct the t-conorms based upon the values of the s̃. The
identity parameter e in equation 1 is the third element of the chromosome, ẽ, and the
fourth parameter α helps to choose between max (α > 0.5) or min (α ≤ 0.5). We also
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consider that the fitness function guides the GA optimization. Let us consider two n-
dimensional vectors, x = [x1, x2, . . . , xn] and y = [y1, y2, . . . , yn], respectively. The
optimized fitness function is introduced as follows (Sum-of-Squares Error (SSE))

J = min
1
2
‖o− t‖22 (3)

where t = [t1, t2, . . . , tn] is an n-dimensional target vector with values ti and o =
[o1, o2, . . . , on] is the n-dimensional vector that contains the outputs of the uninorms

oi = ut,s,e,α(xi, yi). (4)

We mark that the other operators used in the genetic optimization have not changed.
Mainly we consider [3,4,2]: recombination, mutation and fitness-based reinsertion.

4 A Generic Construct of a Uninorm-Based Logic Neuron

Now we note that from the previous studies carried out in the realm of logic-based
neurocomputing, we can distinguish between two general categories of neurons that
are OR and AND neurons. Some extensions of these operators were proposed in the
literature [4,8].

Let x be a vector in the unit hypercube, x ∈ [0, 1]n and y denote an element in
[0, 1]. Formally speaking,the underlying logic processing is governed by a composition
between the individual inputs and the corresponding connections (weights) w ∈ [0, 1]n.
In detail, L1 : (xi, wi) → [0, 1] followed by some overall logic aggregation L2 giving
rise to the output y, that is

y = L2[L1(x1, w1), L1(x2, w2), . . . , L1(xn, wn)] (5)

In the OR neuron, the semantics of L1 is concerned with any realization of the and
operator (t-norm), L1 = AND. L2 concerns the realization of the or operator (s-norm),
L2 = OR. In contrast, in the AND neuron we have these two operations reversed, that
is L1 = OR and L2 = AND.

By using the uninorms, that admit more flexibility into the overall aggregation, we
arrive at the expression (see Figure 2)

y = u[u1(x1, w1, e1, α1), u2(x2, w2, e2, α2), . . . , un(xn, wn, en, αn), e] (6)

where ui = uti,si,ei,αi is the i-th uninorm with parameters ti, si, ei and αi that are esti-
mated by the optimization process. Moreover, u = ut,s,e,α is the uninorm that permits
to obtain the overall composition

In this case the format of the chromosome describing the structure of the neuron is:

t̃1 . . . t̃n s̃1 . . . s̃n ẽ1 . . . ẽn . . .
α1 . . . αn w1 . . . wn t̃ s̃ ẽ α

where the values are confined to the [0, 1] range and n is the number of input neurons.
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Fig. 2. The structure of the unineuron

In detail, the parameters have these features:

– t̃i and s̃i are the t-norm and t-conorm of the i-th uninorm. In detail we have that t̃i
and s̃i are used in the uninorm to connect the input xi with the weight wi;

– the parameters ẽi are the identities of the uninorms;
– the parameters αi are used to define the min (αi ≤ 0.5) or max (αi > 0.5) opera-

tor;
– t̃, s̃, ẽ, α are the parameters of the extern uninorm connective.

At this point, to obtain the parameters of the uninorms, we apply the same transfor-
mations previously argued for each uninorm.

5 Experimental Results

We completed a series of experiments with uninorms and unineurons by carrying out the
genetic optimization. The suite of t-norms (and the dual t-conorms) from which one op-
timize connectives is chosen between several t-norms commonly used (tM (minimum),
tP (product), tL (L ukasiewicz), tW (drastic product)).

In the first experiment, we are concerned with a “reconstruction” of a certain uni-
norm. Given the uninorm and its parameters we generate input-output data (1000 sam-
ples). Data are now processed by using the proposed optimization approach to obtain
the estimation of the parameters of the original uninorm.

The target data vector � = [õ1, õ2, . . . , õn] is obtained by using the composition (i-th
element) õi = ut,s,e,α(x,y), where x = [x1, x2, . . . , xn] and y = [y1, y2, . . . , yn] are
two random vectors having values in the [0, 1] range. In this case also the parameters
are randomly chosen and they are: t = tW, s = sM, α = min and e = 0.68128.

In essence, our aim is to show the effectiveness of the genetic optimization and so we
know that ideally the error should be equal to zero. In fact, this has been accomplished
(see Figure 3). The learning is quite fast and the method was able to pick up the same t-
norms used in the original case. We stress that similar experiments have been conduced
by using different data sets and by considering the unineurons and also in these cases
we obtain good results.
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Fig. 3. Uninorm reconstruction: a) uninorm parameters; b) 3D plot of the boundary

In the second experiment we study a data set coming from Zimmermann and Zysno
[11]. It consists of 24 pairs of membership valuesA(x) and B(x) along with the exper-
imentally collected results of their aggregation.

We start showing in Figure 4a the mapping obtained by using the estimated para-
meters of an uninorm. In this case the SSE is of 0.2617. We also note that estimated
uninorm describes an AND-dominant connective. In fact, after computing the level of
and-ness and or-ness we have 0.9922 and 0.0078, respectively.

Now we apply to the same data set the uninorm-based neuron. In figure 4b we show
the obtained 3-dimensional boundary. In this case the SSE is of 0.0527. Moreover we
show in Table 1 the estimated parameters. In this Table we also describe the or-ness
and the and-ness of the connectives. We stress that the connectives on the input are all
OR-dominant and the connective on the output is AND-dominant.

We however have to note that the benchmark data set is very scarce hence a leave-
one-out procedure is most appropriate. The results obtained by using a single uninorm
are shown in figure 5. The minimum error of the SSEs on the training sets is 0.2124
and 0 on the test sets. We also note that the average SSE performance indeces are of
0.2508 and 0.0109 on the training and test sets, respectively. Looking the comparison
of the SSEs in figure 5a we note that since it is difficult to define the minimum of both
error performance indeces than we chosen the point where both the errors are closed
the average (SSE of 0.2489 for the training set and of 0.0128 for the test set). The
associated estimated parameters are shown in Table 2. Also in this case we have that
the estimated connective is AND-dominant. In figure 5b we plot the SSEs obtained
applying the leave-one-out technique, by using the uninorm-based neuron. We note that
the minimum error on the SSEs of the training sets is 0.0276 and 0 on the test sets.
We also note that the average SSE performance indeces are 0.0430 and 0.0020 on the
training and test sets, respectively. Moreover the estimated parameters, that correspond
to the minimum of the error on both training and test sets, are described in Table 3. We
stress in this case that the output is described by an AND-dominant connective as in the
previous case but the connectives between inputs and weights are one AND-dominant
and another OR-dominant.

We consider that for the considered data set the unineuron presents better perfor-
mance than the uninorm. This simple conclusion gives us the possibility to confirm that
the input-output mapping is non-linear. In fact, the mapping underlining the Zimmer-
mann Zysno data set is not so simple and cannot be described by using simple norms.
This issue has been discussed and the model experimentally quantified using various
generalized connectives (i.e. Ordinal Sums [3]).
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Fig. 4. Boudary obtained on the Zimmermann Zysno data set: a) by using uninorm ; b)by using
the uninorm-based neuron
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Fig. 5. SSEs obtained by using the leave-one-out method: a) with uninorm; b) with uninorm-based
neuron

Table 1. Parameters of the uninorm-based neuron

I/O t-norm s-norm e α or-ness and-ness
I1 tP sL 0.2409 max 0.9420 0.0580

I2 tM sM 0.0068 max 1 4.6e − 005

O tL sL 0.6074 min 0.1541 0.8459

Table 2. Estimated parameters with the use of the leave-one-out method with uninorms and GA

I/O t-norm s-norm e α or-ness and-ness
I(x, y) tM sM 0.8346 min 0.0274 0.9726

Table 3. Estimated parameters with the use of the leave-one-out method with uninorm-based
neuron and GA

I/O t-norm s-norm e α or-ness and-ness
I1 tM sL 0.4854 max 0.2648 0.7352

I2 tM sW 0.1 min 0.99 0.01

O tW sP 0.4995 min 0.2505 0.7495

6 Conclusions

In this study, we have investigated a new category of logic connectives and logic neu-
rons based on the concept of uninorms. We offered a genetic scheme of learning
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showing how it helps us to estimate the values of the parameters as well as to pick up a
specific realization of t-norms and t-conorms from a predefined family of connectives.

The experimental studies show that the optimization approach can be used to auto-
matically learn the parameters of the uninorms and of the unineurons. For small data
sets it becomes advisable to use a leave-one-out technique.

We verified that the uninorm obtained by using the genetic optimization on a known
benchmark data set, give us a better result if compared with single t-norms.

Moreover, the unineuron allows us to obtain better performance than the uninorm.
In fact, the mapping of the Zimmermann Zysno data set is obtained by using complex
aggregations. For this reason we obtain better results by considering an uninorm-based
neuron.

In the future the authors will focus their attention to develop a Multi-Layer Neural
Network and to compare the uninorm-based logical connectors with the Ordinal Sums-
based logical operators.
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Abstract. In the resolution of group decision making problems where
the consensus process can not be held face to face by the experts it is
usually difficult for them to be able to identify the closeness of the opin-
ions of the rest of the experts, and thus, it is difficult to have a clear view
of the current state of the consensus process. In this paper we present
a tool that creates consensus diagrams that can help experts to easily
comprehend the current consensus state and to easily identify the ex-
perts that have similar or very different opinions. Those diagrams are
based on several new similarity and consistency measures.

Keywords: Consensus, Visualization, Consistency, Group Decision
Making.

1 Introduction

Usually, to solve Group Decision Making problems, that is, problems where a set
of experts E = {e1, . . . , em} have to choose the best alternative or alternatives
from a feasible set of alternatives X = {x1, . . . , xn}, two different processes
have to be carried out: the consensus process and the selection process. The
former consists on obtaining the highest consensus level among experts, that is,
to obtain a state were the opinions of the different experts are as close as possible
one to another. The latter process consists on obtaining the final solution to the
problem from the opinions expressed by the experts in the last round of the
consensus process.

While the selection process can be almost fully automatized using different Soft
Computing techniques [4,5,9,10,12,17], the consensus process [2,3,11,14,16,22] in-
volves the communication and discussion among experts and between the experts
and the moderator, which is usually encharged to guide the consensus process in
order to obtain the final solution for the problem with a high level of consensus.
Thus, to fully automatize the consensus process is a more difficult task. However,
several new different approaches and tools to adapt classical consensus processes
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and models to new environments and making use of new technologies (mainly
web-based technologies) can be found in the literature [1,18,19,21].

The application of these new technologies allow to carry out consensus
processes in situations which previously could not be correctly addressed. For
example, nowadays it is possible to carry out consensus processes among sev-
eral experts which are located in different countries around the world. Though,
it is important to remark that even with the adoption of new communication
technologies (video-conference, chat rooms, instant messaging, e-mail and so on)
there is still an important need of new collaboration and information tools for
the experts being able to solve decision making problems where they cannot
meet together with the other experts.

In this work we center our attention in a particular problem that arises in
many consensus processes for group decision making when experts do not have
the possibility of gathering together: experts may not have a clear idea about the
current consensus status among all the experts involved in the decision process.
In usual decision making models, where experts gather together to discuss their
opinions about the different alternatives, it is relatively easy to determine which
experts have similar opinions, and thus, experts may join or form different groups
to better discuss and to reason out about the pros and cons of every alternative.
Additionally, when experts are able to determine the consensus state of the
decision making process it is more easy for them to influence the other experts
[8]. However, in the cases where direct communication is not possible, experts
will probably need some assistance to stablish connections among them and to
obtain a clear view of the consensus process progress.

To ease the perception of the consensus state to the experts, we propose to
use a novel visualization tool which generates simple consensus diagrams of the
current consensus state in the decision making problem that is being solved by
drawing a graph in which the experts are nodes which are separated from each
other depending on the affinity of their preferences about the alternatives in
the problem. Visual elements do have a great protential to influence experts in
decision processes [20] and thus, these consensus diagrams, when presented to
the experts, will allow them to have a more profound and clear view about the
consensus process and about which experts have similar or different opinions
about the alternatives. To develop the visualization tool we take into account
several factors as the consistency of the information expressed by each expert
and the similarity of the opinions of the experts at three different levels. This
visualization tool can be easily integrated into existing consensus models.

The structure of this contribution is as follows: In section 2 we present fuzzy
preference relations as the representation model that the experts will use to pro-
vide their preferences about the alternatives and some consistency properties
and measures about them. In section 3 we present some similarity masures that
can be computed from the preferences expressed by the experts. Section 4 de-
scribes the visualization tool that using the previous similarity and consistency
measures generates some consensus diagrams that can be used by the experts
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to obtain a clear picture of the current consensus state in the problem. Finally,
some conclusions and future works are outlined in section 5.

2 Preliminaries

In this section we present fuzzy preference relations as the representation model
that the experts will use to express their preferences about the alternatives in the
problem. Additionally, some consistency measures for the preference relations at
three different levels (pair of alternatives, alternatives and preference relation
levels) are presented.

There exists many different representation formats that can be used by experts
to provide their preferences about the alternatives in a group decision making
problem. One of the most used formats is fuzzy preference relations due to their
effectiveness as a tool for modelling decision processes and their utility and
easiness of use when we want to aggregate experts’ preferences into group ones
[13,15,23]:

Definition 1. A fuzzy preference relation Ph given by expert eh on a set of
alternatives X is a fuzzy set on the product set X ×X, i.e., it is characterized
by a membership function μP h : X ×X −→ [0, 1].

When cardinality of X is small, the preference relation may be conveniently
represented by the n × n matrix P h = (ph

ik), being ph
ik = μP h(xi, xk) (∀i, k ∈

{1, . . . , n}) interpreted as the preference degree or intensity of the alternative xi

over xk: ph
ik = 1/2 indicates indifference between xi and xk (xi ∼ xk), ph

ik = 1
indicates that xi is absolutely preferred to xk, and ph

ik > 1/2 indicates that xi

is preferred to xk (xi � xk). Based on this interpretation we have that ph
ii =

1/2 ∀i ∈ {1, . . . , n} (xi ∼ xi).
Consistency [13], that is, lack of contradiction, is usually a very desirable prop-

erty for preference relations (information without contradiction is usually more
valuable than contradictory information). In [12] we developed some consistency
measures for fuzzy preference relations which are based on the additive consis-
tency property, whose mathematical definition was provided by Tanino in [23]:

(ph
ij − 0.5) + (ph

jk − 0.5) = (ph
ik − 0.5) ∀i, j, k ∈ {1, . . . , n} (1)

that can be rewritten as:

ph
ik = ph

ij + ph
jk − 0.5 ∀i, j, k ∈ {1, . . . , n} (2)

We consider a fuzzy preference relation P h to be additive consistent when for
every three alternatives in the problem xi, xj , xk ∈ X their associated preference
degrees ph

ij , p
h
jk, p

h
ik fulfil (2).

Additionally, expression (2) can be used to calculate an estimated value of a
preference degree using other preference degrees in a fuzzy preference relation.
Indeed, the preference value ph

ik (i �= k) can be estimated using an intermediate
alternative xj in three different ways:
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1. From ph
ik = ph

ij + ph
jk − 0.5 we obtain the estimate

(cph
ik)j1 = ph

ij + ph
jk − 0.5 (3)

2. From ph
jk = ph

ji + ph
ik − 0.5 we obtain the estimate

(cph
ik)j2 = ph

jk − ph
ji + 0.5 (4)

3. From ph
ij = ph

ik + ph
kj − 0.5 we obtain the estimate

(cph
ik)j3 = ph

ij − ph
kj + 0.5 (5)

The overall estimated value cph
ik of ph

ik is obtained as the average of all possible
(cph

ik)j1, (cph
ik)j2 and (cph

ik)j3 values:

cph
ik =

∑n
j=1;i
=k 
=j(cp

h
ik)j1 + (cph

ik)j2 + (cph
ik)j3

3(n− 2)
(6)

When the information provided is completely consistent then (cph
ik)jl=ph

ik∀j, l.
However, because experts are not always fully consistent, the information given
by an expert may not verify (2) and some of the estimated preference de-
gree values (cph

ik)jl may not belong to the unit interval [0, 1]. We note, from
expressions (3–5), that the maximum value of any of the preference degrees
(cph

ik)jl (l ∈ {1, 2, 3}) is 1.5 while the minimum one is -0.5. Taking this into
account, we define the error between a preference value and its estimated one as
follows:

Definition 2. The error between a preference value and its estimated one in
[0, 1] is computed as:

εph
ik =

2
3
· |cph

ik − ph
ik| (7)

Thus, it can be used to define the consistency level between the preference degree
ph

ik and the rest of the preference values of the fuzzy preference relation.

Definition 3. The consistency level associated to a preference value ph
ik is de-

fined as

clhik = 1− εph
ik (8)

When clhik = 1 then εph
ik = 0 and there is no inconsistency at all. The lower the

value of clhik, the higher the value of εph
ik and the more inconsistent is ph

ik with
respect to the rest of information.

Easily, we can define the consistency measures for particular alternatives and
for the whole fuzzy preference relation:
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Definition 4. The consistency level associated to a particular alternative xi of
a fuzzy preference relation P h is defined as

clhi =

n∑
k=1
i
=k

(clhik + clhki)

2(n− 1)
(9)

with clhi ∈ [0, 1].

Definition 5. The consistency level of a fuzzy preference relation P h is defined
as follows:

clh =

n∑
i=1

clhi

n
(10)

with clh ∈ [0, 1].

3 Computing Similarity Measures

In this section we present some new similarity measures among experts that can
be computed from the fuzzy preference relations expressed by experts. These
new measures, as the consistency measures presented in section 2, are computed
in three different levels (pair of alternatives, alternatives and preference relations
levels) for every pair of experts in the problem.

To do so, for each pair of experts (eh, el) (h < l) we define a similarity matrix
SMhl =

(
smhl

ik

)
where

smhl
ik = 1− |ph

ik − pl
ik| (11)

Definition 6. The measure of similarity of the preference experts eh and el

about the alternative xi over xk is smhl
ik.

The closer smhl
ik is to 1, the more similar is the opinion of the experts about

alternative xi over xk.
We can now compute similarity measures at the alternatives and preference

relation levels:

Definition 7. A similarity measure for experts eh and el for a particular alter-
native xi is computed as:

smhl
i =

n∑
k=1
i
=k

(smhl
ik + smhl

ki)

2(n− 1)
(12)
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Definition 8. A global similarity measure for experts eh and el (taking into
account the whole preference relations) is computed as:

smhl =

n∑
i=1

smhl
i

n
(13)

4 A Tool to Visualize the Consensus State for Group
Decision Making Problems

In this section we present a novel visualization tool that generates consensus
diagrams in which the experts on the problem are drawn in different locations
depending on the similarity of their opinions, that is, experts with similar opin-
ions will be drawn near to each other, while the experts whose opinions differ
greatly will be drawn far away from each other.

To draw the consensus diagramswe use a spring model graph drawing algorithm
[7] in which the experts correspond to the nodes of the graph and a similarity mea-
sure between each pair of experts act as the length of the spring associated to each
edge of the graph. These kind of algorithms simulate a system of springs defined
on the graph and output a locally minimum energy configuration.

As we have defined several different similarity measures the tool can use differ-
ent similarity measures depending on the information that we want to visualize.
For example, if we need a general overview of the consensus state for the prob-
lem, we can choose to use the global similarity measures smhl, but if we want
to visualize the consensus state about a particular alternative xi we can choose
to use the similarity measures smhl

i .
As consistency of the information is also an important issue to take into ac-

count (inconsistent experts are usually far away from the opinions of the other
experts) we have introduced in the visualization tool the possibility of incorpo-
rating the consistency measures presented in section 2 to improve the consensus
diagrams. This improvements are reflected in two different ways:

- The most consistent experts are drawn bigger. Thus, it is easy to recognize
the most consistent experts and those who provide contradictory information.

- The similarity measures are altered according to the consistency of the ex-
perts involved:

smhl
ik =

smhl
ik

(clhik + cllik)/2
; smhl

i =
smhl

i

(clhi + clli)/2
; smhl =

smhl

(clh + cll)/2

In figure 1 we have a snapshot of the tool where the global consensus state is
depicted for a group decision making problem with 4 different alternatives and
7 different experts involved. As it can be seen, there are three experts (Enrique,
Francisco and Francisco C.) with similar opinions -they are close to each other-.
On the other hand, Sergio’s opinions seem to be far from all the other experts,



Using Visualization Tools to Guide Consensus in GDM 83

Fig. 1. Snapshot of the Visualization Tool

and moreover, his opinions are the most inconsistent (contradictory) -he is drawn
smaller due to that contradictions-. Additionally it can be seen that Antonio and
Carlos have similar opinions about the problem, but these opinions are different
than the opinions expressed by all the other experts.

5 Conclusions

In this paper we have presented a tool that allows to visualize the status of a
consensus process. It makes use of consistency and similarity measures in order
to generate some consensus diagrams were experts are drawn nearer when their
opinions are similar. Thus, we provide a powerful tool for experts that partic-
ipate in consensus processes where there is no possibility of gathering together
(for example if the consensus process is held by means of web technologies)
and consecuently, where is difficult to obtain a clear overview of the consensus
state.

In future works we will improve this visualiztion tool in order to be able to
represent more useful information in the consensus diagrams, as the position of
the current solution of consensus or the automatic detection of groups of experts
with similar alternatives.
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Abstract. In this paper we compare, by means of numerical simula-
tions, seven different methods for reconstructing incomplete fuzzy pref-
erence relations. We consider the case of highly inconsistent preference
relations as well as the case of preference relations close to consistency.
We compare the numerical results on the basis of the consistency of the
reconstructed preference relations.

1 Introduction

Fuzzy preference relations, FPR in the following, are a flexible tool for pairwise
comparing n alternatives [12] [16]. Incomplete FPR may occur, for instance,
when the number n of the alternatives is large or when it can be convenient/
necessary to skip some direct critical comparison between alternatives, even if
the total number of alternatives is small [8]. Given an incomplete FPR R = [rij ],
it is possible to compute the corresponding priority vector for the alternatives
in two equivalent ways. The first one is to directly use one of the few methods
proposed in the literature for incomplete FPR [7] [11] [24] [25] . The second one
is to use, as explained in section 3, one of the methods proposed for the same
problem in the multiplicative framework [3] [8] [9] [13] [15] [20] [21] [23]. For
the numerical simulations presented in this paper we have chosen three methods
of the first kind and four of the second one. The paper is organized as follows:
in section 2 we introduce the necessary definitions and notations on FPR and
incomplete FPR. In Section 3 we describe the various numerical simulations and
we present the obtained results. In section 4 we apply the seven methods to
an example proposed in 2001 by T. Saaty. In section 5 we conclude with some
comments and remarks.

2 Reconstruction of Incomplete Fuzzy Preference
Relations

We assume that the reader is familiar with FPRs and we only recall that they
are nonnegative relations R : Λ × Λ → [0, 1] on a set of alternatives Λ =
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{A1, A2, ..., An}. Additive reciprocity is assumed, rji = 1 − rij , i, j = 1, ..., n,
where rij := R (Ai, Aj). The n×nmatrix R = [rij ] is also called additive pairwise
comparison matrix or additive preference matrix. A FPR [rij ] is called consistent
in additive sense if and only if

(rih − 0.5) + (rhj − 0.5) = (rij − 0.5), i, j, h = 1, ..., n. (1)

If one or more comparisons rij are missing, the FPR is called incomplete.
In the simulations presented in section 3 we consider three methods, denoted
in the following by M5–M7, proposed in the literature to compute the missing
entries rij of an incomplete FPR, as well as four methods (M1–M4) proposed
to compute the missing entries aij of an incomplete pairwise comparison matrix
in the multiplicative framework. More precisely, we use the term multiplicative
to refer to Saaty’s approach, assuming that the reader is familiar with it. In
this framework, aij estimates the ratio between the priorities, aij ≈ wi

wj
and the

multiplicative pairwise comparison matrix A = [aij ], also called multiplicative
preference matrix, is positive and reciprocal (aji = 1/aij) [18]. A multiplicative
matrix is called consistent if and only if aihahj = aij , i, j, h = 1, ...n.

It is also possible to considered the methods proposed in the multiplicative
approach because it can be shown that each multiplicative matrix A = [aij ] can
be easily transformed into the corresponding matrix R = [rij ] associated to a
FPR and vice versa. The simple function introduced in [6],

rij = f(aij) =
1
2
(1 + log9 aij) (2)

transforms the aij values into the rij values in such a way that all the relevant
properties of A = [aij ] are transformed into the corresponding properties for
R = [rij ] in the additive sense. In particular, multiplicative reciprocity is trans-
formed into additive reciprocity and multiplicative consistency is transformed
into additive consistency. Clearly, if we need to transform a FPR R = [rij ] into
a multiplicative matrix A = [aij ], it is sufficient to use the inverse f−1 of (2).
This means that the two ways of eliciting preferences are equivalent and every
result obtained in one of the two frameworks can immediately be reformulated
in the other one, see for instance, [1] [4] [10] [26].

The methods considered in section 3 are listed below. For easy reference, we
have assigned a tag and a name to each method,

M1 Least Squares method 1
M2 Least Squares method 2
M3 Harker
M4 Shiraishi et al. c3

M5 Xu goal programming
M6 Xu eigenproblem
M7 Fedrizzi – Giove ρ

In the following we describe very briefly the methods M1–M7. Please refer to
the original papers for a more complete description.

Method M1 – Least squares 1

The priorities wi for a complete matrix A = [aij ] can be computed by solving,
with respect to w1, ..., wn, the problem (see [5])
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min
w1,...,wn

n∑
i=1

n∑
j=1

(
aij −

wi

wj

)2
s.t.

n∑
i=1

wi = 1, wi > 0. (3)

If A = [aij ] is incomplete, the only change needed in (3) is to skip, in the objec-
tive function, the terms corresponding to missing comparisons [3].

Method M2 – Least squares 2

In some cases, method M1 can have serious problems in numerical computation,
due to the presence of the variable wj in the denominator. Therefore it has been
modified, obtaining

min
w1,...,wn

n∑
i=1

n∑
j=1

(aijwj − wi)2 s.t.
n∑

i=1

wi = 1, wi > 0.

Details can be found in [3], [5].

Method M3 – Harker

This method, proposed by P.T. Harker in 1987 [8], is not based on the opti-
mization of a function, but refers to the eigenvector approach of Saaty. Harker
extends the Saaty’s approach to nonnegative quasi reciprocal matrices, in order
to apply it to the case of incomplete preferences.

Method M4 – Shiraishi et al. c3

The name c3 refers to the coefficient of λn−3 in the characteristic polynomial
of the matrix A. Shiraishi et al. [20] observe that c3 can be considered as an
index of consistency for A. Then, in order to maximize the consistency of A, the
authors consider the (let be m) missing entries in A as variables x1, . . . , xm and
propose to maximize c3(x1, . . . , xm) as a function of these variables.

Method M5 – Xu goal programming

In [24], Xu proposes a model, based on goal programming and denoted by
(LOP2), to calculate the priority vector w = [wi] of an incomplete FPR. This
method is based on a characterization of consistent FPR introduced by Tanino
in [22] and thus it aims to minimize the errors εij = |rij − 0.5(wi − wj + 1)|
for all the known entries (i, j). Note that, in order to obtain satisfactory results,
we removed from the proposed model an unnecessary normalization constraint,
which conflicts with the requested optimization [2].

Method M6 – Xu eigenproblem

In his second proposal, Xu [25] develops a method, for incomplete fuzzy prefe-
rence relations, similar to M3. In [25] the priority vector w = [wi] is calculated by
solving a system of equations which corresponds to the auxiliary eigenproblem
developed by Harker in the multiplicative framework.
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Method M7 – Fedrizzi–Giove ρ

The method proposed in [7] for incomplete FPR, considers, as in M4, the mmiss-
ing comparisons as variables x1, . . . , xm and compute their optimal values by min-
imizing an (in)consistency index ρ(x1, ..., xm) based on consistency condition (1),

min ρ = min
n∑

i,j,h=1

(rih + rhj − rij − 0.5)2 s.t. 0 ≤ xj ≤ 1. (4)

3 Numerical Simulations

The objective of the numerical simulations presented in this section is to study
how well the seven methods mentioned above are able to reconstruct an in-
complete FPR and to compare the results obtained in the different considered
cases.

It should be preliminarily noted that methods M1, M2, M3, M5 and M6
give, as a result, not directly the missing comparisons, but a priority vector, say
w∗. Nevertheless, each missing comparison can be estimated by ahk = w∗h/w

∗
k

or by rhk = 0.5 + 0.5(w∗h − w∗k), respectively in the multiplicative [18] and in
the additive case [22]. Thus, for every considered method, the final result is a
complete (reconstructed) preference matrix.

The results of the various methods are compared on the basis of the con-
sistency of the reconstructed preference matrices. Many different methods have
been proposed to measure the inconsistency level of a preference matrix. We
chose to use the most old and popular: the consistency ratio, CR, introduced by
Saaty [18]. The smaller is the CR, the more consistent is the preference matrix,
with CR = 0 only for full consistent matrices. We assume that the more consis-
tent is a reconstructed matrix, the better is the method, as the computed missing
comparisons are coherent with the known entries. Since the CR can be calculated
for multiplicative matrices A = [aij ] only, we have first transformed the FPR
[rij ] reconstructed with the methods M5–M7 by means of the inverse f−1 of the
function (2). The CR has been then calculated on the obtained multiplicative
matrices.

In order to study the performances of the methods in different consistency
situations, we use two classes of matrices: random matrices – which are very
inconsistent – and consistent matrices slightly modified by a gaussian noise. The
results of the simulations are summarized in Tab 1 and in Fig. 1 (a)–(d). We
proceed as follows. First, we randomly generate 1000 6 × 6 matrices. For each
matrix we randomly choose three comparisons to be considered missing; due to
the reciprocity, six entries of the matrix are missing. We apply the seven methods,
obtaining, for each matrix, seven different reconstructed matrices. We compute
the CR of the obtained matrices. Finally, we compute, for each method, the
average value of the CR on the 1000 simulations. We report this average value
in the first column of Tab. 1. The values in the second column are obtained in
the same way, with the only difference that, instead of random matrices, we use
randomly generated consistent matrices which are then modified with gaussian
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Fig. 1. Consistency Ratio of the reconstructed preference relations

random noise. The parameter σ represents the standard deviation of the gaussian
distribution. Also in this case the reported average values are obtained from 1000
simulations.

Columns three and four of Tab 1 are obtained with the same kind of simu-
lations, but with 10 × 10 matrices. Column two is interesting because the CR
values are close to Saaty’s threshold 0.1 for acceptability. Some methods succeed
in respecting it, while others do not.

The last row of Tab 1 reports the average CR of the original matrices, before
having considered three entries (plus the reciprocals) as missing. Note that, as
expected, all the considered methods improve in average the consistency of the
original complete matrices.

The results of the simulations are shown in Fig. 1 (a)–(d) by means of bar
charts.

It can be observed that the best results are obtained by using the optimization
methods M4 and M7, where the missing entries are directly computed, followed
by the methods where the priority weights wi are first computed. Good results
are also obtained by using M3 and M6, which are methods based on eigenvalue
approach. The two least squares based methods M1 and M2 form the last group,
together with M5.

By varying the dimension n of the preference matrices and the number of
missing comparisons, the relative performances of the methods do not signifi-
cantly change. Given this stability with respect of these parameters, we have
omitted to report other tables and bar charts.
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Tab. 1 Consistency Ratio

n = 6 n = 10

random noise σ = 0.5 random noise σ = 0.5

M1 0.4130 0.1043 0.5249 0.1427
M2 0.4147 0.1053 0.5233 0.1445
M3 0.3981 0.0987 0.5195 0.1408
M4 0.3908 0.0958 0.5188 0.1401
M5 0.4180 0.1035 0.5254 0.1425
M6 0.3943 0.0983 0.5188 0.1406
M7 0.3916 0.0960 0.5187 0.1403

original 0.5599 0.1395 0.5621 0.1531

4 An Example of Reconstruction

We briefly consider an example proposed by T. Saaty in [19], page 14. The
problem concerns the choosing of a house on the basis of eight criteria. We assume
that three comparisons are missing, so that the obtained matrix Ainc = [aij ] has
the following form, with a12, a28, a37 and their reciprocals being missing entries,

Ainc =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 x1 3 7 6 6 1/3 1/4
1/x1 1 1/3 5 3 3 1/5 x2
1/3 3 1 6 3 4 x3 1/5
1/7 1/5 1/6 1 1/3 1/4 1/7 1/8
1/6 1/3 1/3 3 1 1/2 1/5 1/6
1/6 1/3 1/4 4 2 1 1/5 1/6
3 5 1/x3 7 5 5 1 1/2
4 1/x2 5 8 6 6 2 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

Different reconstruction methods complete the matrix with different levels of
consistency. We summarize the results in a vector c = (c1, · · · , c7), with ci rep-
resenting the CR achieved by using the i-th method,

c = (0.07855, 0.07681, 0.07460, 0.07463, 0.08432, 0.07777, 0.07457).

It can be seen that the performances of the seven methods are substantially on
line with the results described in the previous section.

5 Final Remarks

In this paper we have chosen to consider seven reconstruction methods. In our
future research work we will extend the present approach, since other proposals
for the problem of incomplete preferences are known, see for instance [3] [9] [11]
[13] [15] [21] [23].

Moreover, the CR could be substituted by any other index proposed in the lit-
erature to measure the (in)consistency of a preference matrix, see for instance [1]
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[3] [7] [17] [20]. Here we have chosen theCR of Saaty for two main reasons: the first
one is that it is the oldest and most popular one; the second reason is its neutral-
ity: some other possible consistency indices, as c3 and ρ, are precisely the objective
function of the corresponding reconstruction method, and would unfairly favorite
the method itself. Note that each optimization–based method implicitly defines a
consistency index and vice versa. Nevertheless, alternative ways for evaluating the
various reconstruction methods could be taken into account.
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Abstract. Web personalization is the process of customizing a Web site
to the preferences of users, according to the knowledge gained from usage
data in the form of user profiles. In this work, we experimentally evalu-
ate a fuzzy clustering approach for the discovery of usage profiles that can
be effective in Web personalization. The approach derives profiles in the
form of clusters extracted from preprocessed Web usage data. The use of
a fuzzy clustering algorithm enable the generation of overlapping clusters
that can capture the uncertainty among Web users navigation behavior
based on their interest. Preliminary experimental results are presented to
show the clusters generated by mining the access log data of a Web site.

Keywords: Web mining, Fuzzy clustering, access log, Web personaliza-
tion, user profiling.

1 Introduction

The explosive growth in the information available on the Web has prompted the
need for developing Web Personalization systems that understand and exploit
user preferences to dynamically serve customized content to individual users
[9]. Web server access logs contain substantial data about user access patterns.
Hence, if properly exploited, the logs can reveal useful information about the
navigational behavior of users in a site. Therefore, a Web personalization system
can take advantage of anonymous Web usage data contained in log files to derive
profiles of users and compute recommendations for new users according to the
discovered profiles.

To reveal information about user preferences from Web log data, Data Mining
techniques can be naturally applied, leading to the so-called Web Usage Mining
(WUM). In general, a WUM approach involves the application of any Data
Mining algorithm on usage data gathered from one or more Web sites in order
to discover interesting patterns in the navigational behavior of visitors [6], [8],
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[4], [11]. Among data mining approaches, clustering seems to be an effective way
to group users with common browsing behavior [13], [15]. Several well-known
clustering approaches have been employed to discover usage profiles, such as the
EM algorithm [1], the Belief functions [17] or the SOFMs [14].

In the choice of the clustering method for WUM, one important constraint to
be considered is the possibility to obtain overlapping clusters, so that a user can
belong to more than one group. Another key feature to be addressed is vagueness
and imprecision inherent Web usage data [5]. To deal with the ambiguity and
the uncertainty underlying Web interaction data, as well as to derive overlapping
clustering, fuzzy clustering appears to be an effective tool [10], [7], [12].

In this paper, we use fuzzy clustering for the discovery of usage profiles from
web log data. To this aim, we firstly preprocess Web log files in order to derive
user sessions. Then user sessions are mapped into a multi-dimensional space
as a matrix of interest degrees. Finally the standard fuzzy C-means is applied
to partition this space into groups of similar behavior patterns. Hence each
cluster represents a user profile, i.e. a group of users with similar navigational
behavior. The obtained user profiles can be exploited to implement different
personalization functions, such as dynamic suggestion of links to Web pages
retained interesting for the user.

The rest of the paper is organized as follows. Section 2 describes the steps
of log data preprocessing aimed to identify user sessions. Section 3 deals with
the employment of FCM to derive user profiles. Section 4 presents preliminary
simulation results. Section 5 draws final conclusions.

2 User Session Identification by Log Data Preprocessing

A web log file contains information on the access of all visitors to a particular web
site in chronological order. According to the Common Log Format [16], a log file
contains, for each request, the client’s host name or IP address, the request’s date
and time, the operation type (GET, POST, HEAD, and so on), the requested
resource name (URL), a code indicating the status of the request, the size of the
requested page (if the request is successful). Based on such information, we have
to determine for each visitor, the sequence of URLs accessed during a certain
time period. This process, called sessionization is performed through LODAP,
a Log Data Preprocessor [3] that processes a Web log file through three main
steps: data cleaning, data structuration and data filtering.

The data cleaning removes redundant and useless records (e.g. accesses to
multimedia objects, robots’ requests, etc.) so as to retain only information con-
cerning accesses to pages of the Web site. We formally define the set of all distinct
pages as P = {p1, p2, ..., pnP }.

Data structuration consists in grouping the unstructured requests for different
pages into user sessions. A user session is defined as a finite set of URLs accessed
by the same user within a particular visit. Identifying user sessions from the log
data is a difficult task because many users may use the same computer and the
same user may use different computers. For Web sites requiring user registration,



96 G. Castellano et al.

the log file contains the user login that can be used for user identification. When
the user login is not available, we simply consider each IP address as a different
user (being aware that an IP address might be used by several users). We define
U = {u1, u2, ..., uNU} as the set of all the users (IP) that have accessed that web
site. A user session is the set of accesses originating from the same user within a
predefined time period. In LODAP such time period is fixed at 25 min. Formally,
we define a user session as a triple si = 〈ui, ti,pi〉 where ui ∈ U represents the
user identifier, ti is the access time of the whole session, pi is the set of all
pages (with corresponding access information) requested during the i-th session.
Namely, pi = 〈(pi1, ti1, Ni1), (pi2, ti2, Ni2), ...., (pi,ni , ti,ni , Ni,ni)〉 with pik ∈ P ,
where Nik is the number of accesses to page pk during the i-th session and tik
is the total access time to that page. Summarizing, after the data structuration
phase, a collection of nS sessions is identified from the log data. We denote the
set of all identified sessions by S = 〈s1, s2, ..., snS 〉.

After the identification of user sessions, LODAP performs data filtering to re-
tain only relevant URLs in each user session. This is done by removing requests
for very low support URLs (i.e. requests to URLs which do not appear in a suffi-
cient number of sessions) and requests for very high support URLs (i.e. requests
to URLs which appear in nearly all sessions). This type of support-based filtering
is useful to eliminate URLs having minimal knowledge value for the purpose of
modeling the visitor behavior. As a consequence, all user sessions that comprise
only very-low-support URLs or only very-high-support URLs are also removed.
In addition, all user sessions including less than 3 visited URLs are removed. In
this way, the size of data is even more reduced. We denote by n < nS the final
number of sessions and by m < nP the final number of distinct URLs.

The statistics concerning the identified user sessions are used to create a model
of the visitor behavior. The proposed model is based on a measure expressing
the degree of interest for each page the user accessed during her/his navigation.
We define the degree of interest to a page as a function of two variables: the
overall time the user spends on the page during navigation and the number of
accesses to the page within the session. Formally, given a page pik accessed in
the i-th user session, we estimate the interest degree for that page as the average
time of visit, i.e. IDik = tik

Nik
.

According to the definition of user session, the number of Web pages accessed
by different users may vary. As a consequence, any two different session vectors
si �= sl may have different dimension, i.e. ni �= nl. In order to create a homo-
geneous model for all visitors, we need to create vectors with the same number
of components. Being m the number of different pages required in all the user
sessions, we model the navigational behavior of a user ui(i = 1, ..., n) through a
vector bi = (bi1, bi2, ..., bim) where

bij =

{
IDij if page pj is accessed in session si

0 otherwise

Summarizing, we represent the final usage data as a n×m matrix B = [bij ]
where each entry represents the interest degree of the i-th user for the j-th
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page. Based on this matrix, visitors with similar preferences can be successively
clustered together into user profiles useful to personalize the content/structure
of the Web site.

3 User Profiling by Fuzzy Clustering

Once the matrix of interest degrees has been derived, a clustering process is
applied in order to identify user profiles. Each user profile will include users
exhibiting a common browsing behavior and hence similar interests. In this work,
the well-known Fuzzy C-Means (FCM) clustering algorithm [2] is applied in order
to group vectors bi in overlapping clusters which represent user profiles. Briefly,
the FCM algorithm finds C clusters based on the minimization of the following
objective function:

Fα =
n∑

i=1

C∑
c=1

uα
ic ‖ bi − vc ‖2, 1 ≤ α ≤ ∞

where α is any real number greater than 1, uic is the degree of membership of
the behavior vector bi to the c-th cluster, vc is the center of the c-th cluster.
The FCM algorithm works as follows:

1. U = [uic]
c=1,...,C
i=1,...,n matrix, U(0)

2. At τ -th step: calculate the center vectors V(τ) = (vc)c=1,...,C as

vc =
∑n

i=1 u
α
icbi∑n

i=1 u
α
ic

3. Update U(τ) according to:

uic =
1∑C

k=1(
‖bi−vc‖
‖bi−vk‖ )

2
α−1

4. If ‖ U(τ) −U(τ−1) ‖< ε with 0 < ε < 1, STOP; otherwise return to step 2.

As a result, FCM provides:

– C cluster prototypes represented as vectors vc = (vc1, vc2, ..., vcm) for c =
1, ..., C.

– a fuzzy partition matrix U = [uic]c=1...Ci=1...n where uic represents the member-
ship degree of the visitor behavior vector bi to the c-th cluster.

Summarizing, the FCM mines a collection of C clusters from navigational
behavior data, representing profiles of users that have accessed to the Web site
under analysis. Each profile vc = (vc1, vc2, ..., vcm) describes the typical naviga-
tional behavior of a group of users with similar interests about the most visited
pages of the web site.
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4 Simulation Results

We carried out preliminary simulations to demonstrate the applicability of FCM
for clustering Web users with similar interests. We used the access logs from
a Web site targeted to young users (average age 12 years old), i.e. the italian
Web site of the Japanese movie Dragon Ball (www.dragonballgt.it). This site
was chosen because of its high daily number of accesses (thousands of visits each
day).

The LODAP system described in section 2 was used to identify user sessions
from the log data collected during a period of 24 hours. After data cleaning, the
number of requests were reduced from 43,250 to 37,740, that were structured
into 14,788 sessions. The total number of distinct URLs accessed in these ses-
sions was 2268. Support-based data filtering was used to eliminate requests for
URLs having a number of accesses less than 10% of the maximum number of
accessess, leading to only 76 distinct URLs and 8040 sessions. Also, URLs ap-
pearing in more than 80% of sessions (including the site entry page) were filtered
out, leaving 70 final URLs and 6600 sessions. The adopted values for the thresh-
olds involved in page filtering were chosen by committing to past experience,
accumulated during previous applications of LODAP to log files concerning dif-
ferent Web sites. We found that with a value less than 10% for the first threshold
LODAP retained many pages rarely visited. Likewise, when a value greater than
80% was used for the second threshold, LODAP retained even those pages vis-
ited by almost all the users, that do not contribute to distinguish among user
categories. In a further filtering step, LODAP eliminated short sessions, leaving
only sessions with at least 3 distinct requests. We obtained a final number of
2422 sessions. The 70 pages in the Web site were labelled with a number (table 1)
to facilitate the analysis of results.

Once user sessions were identified, visitor behavior models were derived by
calculating the interest degrees of each user for each page, leading to a 2422x70
behavior matrix.

Next, the FCM algorithm (implemented in the Matlab environment 6.5) was
applied to the behavior matrix in order to obtain clusters of users with similar
navigational behavior. We carried out several runs with different number of
clusters (C = 30, 20, 15, 10). In each run the parameter α of FCM was fixed to
2 and the maximum number of iterations was set to 1000. For each trial, we
analyzed the obtained cluster center vectors and we observed that many of them
were identical. Hence, an actual number of 3 clusters were found in each trial.
This demonstrated that three clusters were enough to model the behavior of all
the considered users. Table 2 describes the clusters found by FCM. For each
cluster, the cardinality1 and the first 8 (most interesting) pages are displayed.
It can be noted that some pages (e.g. pages 12, 22 and 28) appear in more than
one cluster, thus showing the importance of producing overlapping clusters. In

1 The cardinality of a cluster c is defined as the cardinality of the set {bi| ‖ bi−vc ‖<‖
bi − vk ‖ ∀c �= k}.
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Table 1. Description of the pages in the Web site

Pages Content

1 Home page
2 Comments by users
3,..., 12 Various kind of pictures related to the movie
13,..., 18 Pictures of characters
19, 26, 27 Matches
20, 21, 36, 47, 48 Services (registration, login, ...)
22, 23, 25, 28, ..., 31, 50, 51 General information about the movie
32, ..., 35, 55 Entertainment (games, videos,...)
37, ..., 46, 49, 52, ..., 54, 56 Description of characters
57, ..., 70 Galleries

Table 2. Clusters of visitor behavior

Cl. Card. Visited pages Interest degrees

1 906 (28, 12, 15, 43, 17, 22, 13, 50) (11.1, 7.3, 6.9, 6.6, 6.59, 5.14, 4.5, 4.4)
2 599 (28, 26, 22, 55, 12, 33, 49, 32) (80.8, 43.3, 30.1, 25.9, 24.5, 19.2, 18.1, 14.3)
3 917 (28, 12, 26, 13, 22, 9, 19, 16) (5.3, 4.0, 3.4, 3.1, 2.6, 2.60, 2.3, 2.2)

particular, page 28 (i.e. the page that lists the episodes of the movie) appears in
all the three clusters with the highest degree of interest.

An interpretation of the three clusters revealed the following profiles:

– Profile 1. Visitors in this profile are mainly interested in pictures and de-
scriptions of characters.

– Profile 2. These visitors prefer pages that link to entertainment objects
(games and video)

– Profile 3. These visitors are mostly interested in matches among characters.

A qualitative analysis of these profiles made by designer of the considered
Web site confirmed that they correspond to real user categories reflecting the
interests of the typical site users.

5 Conclusions

We investigated the applicability of fuzzy clustering to discover user profiles from
Web log data. To this aim, the first task was to preprocess log data in order to
identify user sessions. Then, visitor behavior models were derived by estimating
the interest degrees of each user for each page. Finally, the FCM algorithm was
applied on the behavior matrix in order to obtain a number of clusters repre-
senting user profiles. Different runs of FCM provided always the same number
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of user profiles leading to the conclusion that the number of extracted profiles was
sufficient to characterize the actual interests of the typical visitors, as confirmed
by the designer of the considered Web site. The extracted user profiles will be
used to implement personalization functions in the considered Web site, which
is the ultimate goal of our research activity. In particular, our work in progress
is oriented to develop a personalization module that dynamically suggests links
to pages considered interesting for a current user, according to his profile.
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Abstract. In this paper we explore the application of fuzzy logic and
data fusion techniques to improve the performance of passage retrieval
in open domain Question Answering Systems (QAS). Our experiments
show that our proposed mechanisms provide significant performance im-
provements when compared to other similar systems.
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1 Introduction

A Question Answering System (QAS) is one type of information retrieval (IR)
system that attempts to find exact answers to user’s questions expressed in
natural language. In Open-Domain Question Answering Systems (ODQAS), an-
swers to questions have to be found within an unstructured document collection
containing different topics. Passage Retrieval (PR) is one component of a QAS
that extracts text segments from a group of retrieved documents and ranks these
passages in decreasing order of computed likelihood for containing the correct
answer to a question. The overall performance of a QAS is determined, in large
part, by the performance of its PR system.

Data Fusion is the combined ranking performed by a variety of IR systems on
a document’s relevance to a user’s information need. When applied to QAS, the
goal of the fusing process is to improve performance by combining the relevance
scores obtained by a diversity of PR systems participating in an ensemble.

This paper describes an efficient language-independent, fuzzy logic-based
model PR system, together with data fusion mechanisms for QAS. The paper is
organized as follows. Section 2 briefly describes related work on passage retrieval
systems and data fusion. Section 3 describes the main component mechanisms
of the fuzzy logic based PR system and its performance results. Section 4 briefly
describes the data fusion methods employed and presents the final performance
results obtained by our system. Finally, Section 5 presents some conclusions and
future work.

F. Masulli, S. Mitra, and G. Pasi (Eds.): WILF 2007, LNAI 4578, pp. 102–109, 2007.
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2 Related Work

JIRS is a PR system based on a n-gram model introduced by Gómoz-Soriano
et al. in [1] that was adapted to the special needs of QA. JIRS supports two
extensions to the basic n-gram matching mechanism (called Simple Model): Term
Weights model and the Distance Model that include both term weights and a
distance measure. JIRS ranks higher passages containing larger sequences of
the terms contained in the questions. A related work is Web QA system [2]
that builds queries constructed as permutations of the terms employed in the
questions.

Several studies have investigated the application of Data Fusion to QA sys-
tems achieving in general promising results e.g. [3] reported a consistent im-
provements in terms of precision as high as 20%. However, few have investigated
the potentially beneficial application of Data Fusion to the task of PR within
a QAS. One example is [4] where a consistent significant improvement in Cov-
erage@n is achived on the TREC11 collection. However, the machine learning
techniques employed in [4] require an extra training step to learn the features of
answering passages. Finally, Tellex et. al. experimentally fused three PR systems
achieving a slight increase in performance in terms of MRR [5] using a simple
voting mechanism.

Other studies on the application of Data Fusion to document retrieval (e.g. [6]
and [7]) have reported important improvements in performance but on ad-hoc
document retrieval systems and not specifically within PR for QAS.

3 A Fuzzy Logic-Based PR System

In QAS the question reformulation intuition stated as: ”a passage p is relevant to
the user’s question q if many question terms or variations of these question terms
occur in close proximity” is a commonly used technique to retrieve answering
passages to a question. Fuzzy Logic is especially suited to model this intuition.
The feature “many (important) question terms” can be modeled by the fuzzy
subset: The degree to which candidate passages contain all question terms. “Close
proximity” can be modeled by the fuzzy subset: The degree to which the question
terms contained in a candidate passage are juxtaposed i.e. the more distributed
the terms are, the lower the degree of proximity will be. The third vague concept
that can be used to model the reformulation intuition is term matching. The
fuzzy logic interpretation of binary term similarity is the fuzzy subset: The degree
to which two terms are identical.

The reformulation intuition was modeled and implemented within FuzzyPR.
FuzzyPR consists of two components: 1) a question–passage similarity measure
module and 2) a passage identification and extraction mechanism adapted to
the special needs of QAS. FuzzyPR uses a similarity measure based on the fuzzy
logic interpretation of the reformulation intuition described by Equation 1.

μrel(p, q) = wMin ((v1, μf (p, q)), (v2, μp(p, q))) . (1)
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The similarity measure combines lexical and statistical data extracted at term-
level into two fuzzy measures: μf (p, q) the weighted fraction of question terms q
occurring in the passage p and μp(p, q) the proximity of question terms q within
the passage. μf (p, q) and μp(p, q) are defined in equations 2 and 3.

μf (p, q) = hαf

(
(vf
1 , sat(tq1 , p)) . . . (v

f
n, sat(tqn , p))

)
. (2)

where h is the AIWA importance weighted averaging operator [8] with an AND-
ness of αf = 0.65, tqi is a question term, vf

i = NIDF (tqi) = 1 − log(ni)
1+log(N)

1,
n=frequency of tqi in Ω the set of documents, N = |Ω|. sat(p, tqi) measures
the degree to which p contains tqi using the normalized longest common subse-
quence (nLCS), i.e. sat(p, tqi) = max

∀tp∈p

(
μnLCS

sim (tp, tqi)
)
, where μnLCS

sim (tp, tqi) =

|LCS(tp,tqi
)|

max(|tp|,|tqi
|) , LCS being the longest common subsequence. Finally,

μp(p, q) =
s(p, q)

max
∀pi∈Ω

s(pi, q)
. (3)

where μp(p, q) is a max-normalization of Mercier and Beigbeder’s fuzzy proximity
method [9] described by s(p, q) =

∫ n

1 μ
p
t (x)dx, t ∈ q with the term influence func-

tion μp
t (x) = max

i∈Occ(t,p)

(
max

(
k − |x− i|

k
, 0

))
, where the parameter adjusting

the support k = 70. The values of v1, v2, αf and k were determined experimen-
tally. Aggregating these two fuzzy measures using the weighted minimum gives
the overall relevance score wMin, which is defined as:

wMin(v1, v2, μf , μp) = min (max(1− v1, μf (p, q)),max(1− v2, μp(p, q))) . (4)

with the importance weights v1 = 1, v2 = 1 and both the passage p and the
question q represented as sets of terms: {tp1 , tp2 , ..., tpn} and {tq1 , tq2 , ..., tqm},
respectively. wMin aggregates μf (p, q) and μp(p, q) into a single fuzzy value
μrel(p, q) as described by Equation 1. μrel(p, q) is the fuzzy subset of passages
providing a correct answer to the question q, where p is a specific passage.
μrel(p, q) has the advantage of being language-independent.

FuzzyPR also employs a fuzzified variation of the concept arbitrary passages2.
Details on the membership function employed to describe an arbitrary passage
can be found in [10].

We measured the effectiveness of FuzzyPR comparing its ability to find correct
answers to questions with JIRS’ PR system [1] and an adapted PR system that
we have integrated within Lucene using two different document corpora. The
adapted PR system allows Lucene to be used as the PR module in a QAS,
employing a simple query expansion method that keeps removing the question
term with the lowest IDF until ≥ 20 passages are retrieved from the index of
1 NIDF is an abbreviation of normalized inverse document frequency.
2 Arbitrary passages are defined as: ”any sequence of words of any length starting at

any word in the document”.
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Table 1. MRRs obtained with TREC12’s and CLEF04’s QA test data

PR system / QA test data TREC12 %Impr. CLEF04 %Impr.
FuzzyPR 0.3394 - 0.3726 -

JIRS Distance Model 0.3180 6.73% 0.3721 0.13%

JIRS Simple Model 0.2724 24.60% 0.3771 −1.19%

Lucene 0.2910 16.63% 0.3399 9.62%

Table 2. The PR systems’ coverages tested with (a) TREC12 and (b) CLEF04 data

(a)

FuzzyPR Lucene JIRS SM JIRS DM
1 0.250 0.224 (11.8%) 0.222 (12.5%) 0.243 (2.7%)
2 0.358 0.305 (17.2%) 0.270 (32.7%) 0.320 (11.8%)
3 0.418 0.350 (19.5%) 0.299 (40.0%) 0.384 (9.1%)
4 0.450 0.371 (21.3%) 0.347 (29.8%) 0.421 (7.0%)
5 0.487 0.403 (20.9%) 0.370 (31.4%) 0.450 (8.2%)
6 0.518 0.424 (22.4%) 0.405 (28.1%) 0.479 (8.3%)
7 0.542 0.434 (24.9%) 0.431 (25.7%) 0.492 (10.2%)
8 0.568 0.453 (25.6%) 0.447 (27.1%) 0.508 (11.9%)
9 0.582 0.479 (21.4%) 0.479 (21.5%) 0.532 (9.4%)
10 0.595 0.495 (20.2%) 0.489 (21.5%) 0.548 (8.6%)
11 0.611 0.505 (20.8%) 0.495 (23.4%) 0.558 (9.4%)
12 0.616 0.524 (17.6%) 0.505 (21.9%) 0.569 (8.3%)
13 0.621 0.529 (17.4%) 0.521 (19.2%) 0.579 (7.2%)
14 0.624 0.537 (16.2%) 0.527 (18.5%) 0.590 (5.7%)
15 0.624 0.547 (13.9%) 0.529 (17.9%) 0.595 (4.8%)
16 0.626 0.550 (13.9%) 0.532 (17.8%) 0.603 (3.8%)
17 0.632 0.558 (13.2%) 0.548 (15.3%) 0.609 (3.8%)
18 0.637 0.561 (13.6%) 0.556 (14.6%) 0.611 (4.2%)
19 0.637 0.561 (13.6%) 0.564 (13.0%) 0.616 (3.3%)
20 0.645 0.563 (14.5%) 0.571 (12.8%) 0.619 (4.2%)

(b)

FuzzyPR Lucene JIRS SM JIRS DM
1 0.283 0.272 (4.1%) 0.322 (−12.1%) 0.300 (−5.6%)
2 0.378 0.372 (1.5%) 0.389 (−2.9%) 0.372 (1.5%)
3 0.439 0.394 (11.3%) 0.411 (6.8%) 0.444 (−1.2%)
4 0.494 0.422 (17.1%) 0.450 (9.9%) 0.483 (2.3%)
5 0.533 0.439 (21.5%) 0.472 (12.9%) 0.494 (7.9%)
6 0.556 0.456 (21.9%) 0.494 (12.4%) 0.528 (5.3%)
7 0.561 0.472 (18.8%) 0.522 (7.4%) 0.544 (3.1%)
8 0.572 0.472 (21.2%) 0.528 (8.4%) 0.567 (1.0%)
9 0.572 0.483 (18.4%) 0.533 (7.3%) 0.572 (0.0%)
10 0.594 0.489 (21.6%) 0.561 (5.9%) 0.583 (1.9%)
11 0.600 0.489 (22.7%) 0.561 (6.9%) 0.583 (2.9%)
12 0.617 0.489 (26.1%) 0.567 (8.8%) 0.594 (3.8%)
13 0.622 0.489 (27.3%) 0.567 (9.8%) 0.600 (3.7%)
14 0.628 0.500 (25.6%) 0.578 (8.7%) 0.606 (3.7%)
15 0.628 0.506 (24.2%) 0.578 (8.7%) 0.617 (1.8%)
16 0.639 0.506 (26.4%) 0.578 (10.6%) 0.617 (3.6%)
17 0.639 0.506 (26.4%) 0.578 (10.6%) 0.617 (3.6%)
18 0.639 0.517 (23.7%) 0.578 (10.6%) 0.622 (2.7%)
19 0.644 0.522 (23.4%) 0.583 (10.5%) 0.628 (2.6%)
20 0.650 0.533 (21.9%) 0.583 (11.4%) 0.633 (2.6%)

3 sentence passages. Both, the PR system and JIRS implement an index of 3
sentence passages with 1 sentence overlapping since as it is reported in [11] this
approach achieves good results.

As test data we used TREC12’s set of 495 questions and the corpus called
AQUAINT consisting of 1, 033, 461 documents of English news text together
with CLEF04’s 180 question and the AgenciaEFE corpus of 454, 045 Spanish
newswire documents. To check for correct answers automatically we used Ken
Litkowsky’s regular expression patterns of correct answers for TREC12 and the
patterns supplied with JIRS.3 As evaluation metrics we used Mean Reciprocal
Rank (MRR) and coverage. Finally, the TREC12 question set was reduced to
380, since 115 questions do not have a recognizable pattern.

In Table 3, a parenthesized value is FuzzyPR’s performance improvement, ex-
pressed as a percentage, compared to other PR systems. Tables 3 and 2(b) show
that FuzzyPR consistently performs better than Lucene’s vector space PR sys-
tem independently of the number of top-ranked passages consulted tested with
both TREC12 and CLEF04 QA test data. MRR is improved at least 9.62% and
coverage@20 at least 14.5%. Our results also show that FuzzyPR performs better
than JIRS SM and JIRS DM (simple and distance model respectively) on the

3 Patterns of correct answers to CLEF QA test data are available from JIRS’ web site
http://jirs.dsic.upv.es/

http://jirs.dsic.upv.es/
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TREC copora, but slightly worst than JIRS SM on the CLEF corpora. One ex-
planation for this is that answers sometimes do not conform to the reformulation
intuition.

4 Data Fusion Methods

In this section we present a brief description of the data fusion methods em-
ployed in our experiments4. The Condorcet-fuse method is a generalization of
the Condorcet election process, where the winner of an election is the candidate
that beats or ties with every other candidate in a pair-wise comparison, such that
the result is a ranked list of documents rather than a single winner. Borda-Fuse,
introduced in [12], is an adaptation of the Borda Count election process, where
voters give candidates a certain amount of points and the winner is the one who
makes more points. Tellex et al. [5] propose a method that combines passages
rank and a simple vote: the total number of passages retrieved by all component
PR systems with a specific document ID fused into a relevance score. Based on
the observation that frequently when Tellex et al.’s Fusion method boosted low
ranked passages, those passages in fact were non-relevant, we propose a new Fu-
sion method called Tellex Modified, where the union of top m passages retrieved
by all component PR systems is re-ranked. Fox and Shaw [13] introduce and
evaluate the 6 simple Fusion methods depicted in Table 3.

Table 3. The six Fusion Methods introduced by Fox and Shaw (adapted from [13])

CombMAX rf (di) = max
∀sj∈S

�
rsj (di)

�

CombMIN rf (di) = min
∀sj∈S

�
rsj (di)

�

CombSUM rf (di) =
�

∀sj∈S

�
rsj (di)

�

CombANZ rf (di) = CombSUM/t

CombMNZ rf (di) = CombSUM ∗ t

CombMED The median of a document’s similarities

In table 3, rf (di) is the fused relevance score (similarity) of the document di,
rsj (di) document di’s similarity at the IR system sj ∈ S, the set of IR systems
to be fused, and t the number of IR systems retrieving di.

Borda-fuse can be extended to a weighted variant: Weighted Borda-fuse by
multiplying the points, which a PR system Si assigns to a candidate passage
with an overall system weight αi [12].

In weighted Condorcet-fuse, Condorcet-fuse is extended to take importance
weights into account, where each component PR system provides an importance
weighted vote. These importance weights are used in binary candidate elections,
4 A complete description can be found in [10].
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where the sum of weights rather than votes is compared, giving preference to
the highest sum.

The Linear combination (LC) Data Fusion method combines the relevance
scores and training data of two or more component IR systems into a combined
relevance score per document [14]. In LC, training data are used for calculating
importance weights based on standard IR metrics, thus reflecting the overall
ability of the system to provide relevant documents. The aggregated relevance
score of a document is calculated in equation 5 using individual relevance scores
and performance weights.

sLC(d) =
∑
∀si∈S

α ∗ si(d) (5)

where SLC(d) is the fused relevance score assigned to the document d, si is the
ith system of the set S of PR systems whose relevance score will be combined,
and ai the importance weight assigned to the ith PR systems. In LC, if an IR
system does not retrieve a particular document, then the IR system is assumed
to consider it non-relevant by assigning a relevance score of 0. Additionally to
the 9 Data Fusion methods previously described, we applied in our experiments
subclass weighting to weighted Condorcet-Fuse, weighted Borda-Fuse, LC and
weighted Maximum Entropy OWA (MEOWA), comprising a total of 13 different
methods.

Since IR systems use different scales for relevance scores it is necessary to
normalize them. For this task and based on the evaluation of 7 different per-
formance weights, we selected max-normalized MRR (nMRR). Lastly, we found
it necessary to exclude the Condorcet-fuse method with question type weights
because it consistently worsened overall performance. In our experiments we
used the following 8 component PR systems: JIRS [15] using both the Simple
Model and the Distance Model, FuzzyPR, FuzzyPRS+LucenePRS, LucenePRS,
Swish-e, Terrier PL2 [16] using In expC2 probabilistic model, and Zettair.

As test data we used TREC12’s set of 495 questions and the corpus called
AQUAINT consisting of 1, 033, 461 documents of English news text and
CLEF04’s 180 question and the AgenciaEFE corpus of 454, 045 Spanish newswire
documents. We used Ken Litkowsky’s regular expression patterns of correct an-
swers to check answers automatically for TREC12 and for CLEF4 we used the
pattern supplied with JIRS5 The TREC12 question set was reduced to 380, since
115 questions do not have a recognizable pattern. As evaluation metrics we used
MRR, Coverage, and Redundancy.

Table 4 shows the results obtained using from 2 up to 6 of the best per-
forming PR mechanisms combined. These results show that the Data Fusion
methods were able to improve performance measured as MRR by a maximum of
6.43% and Coverage@20 by 11.39%. This result was obtained fusing 4 of the best
performing PR system with the Tellex Modified fusion method. Tellex Modified

5 Patterns of correct answers to CLEF QA test data are available from JIRS’ website:
http://jirs.dsic.upv.es/

http://jirs.dsic.upv.es/
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Table 4. The MRR and Coverage@20 of Tellex Modified compared to the 2nd best
Fusion methods tested with TREC12 and CLEF04 QA test data

(a) TREC12 QA test data
Performance metric MRR Coverage@20
No. of PR4QA systems combined 2 3 4 5 6 2 3 4 5 6
Avg. of best PR4QA systems 0.300 0.309 0.316 0.321 0.324 0.590 0.607 0.617 0.623 0.627
Tellex Modified (best) 0.317 0.329 0.336 0.341 0.344 0.642 0.675 0.687 0.694 0.696
Relative performance in % 5.54% 6.41% 6.43% 6.33% 6.25% 8.77% 11.32% 11.39% 11.30% 10.91%
LC 0.300 0.316 0.327 0.332 0.335 0.613 0.636 0.651 0.659 0.664
Relative performance in % 0.00% 2.15% 3.46% 3.55% 3.43% 3.85% 4.79% 5.51% 5.66% 5.89%

(b) CLEF04 QA test data
Performance metric MRR Coverage@20
No. of PR4QA systems combined 2 3 4 5 6 2 3 4 5 6
Avg. of best PR4QA systems 0.352 0.362 0.369 0.375 0.379 0.590 0.607 0.617 0.623 0.627
Tellex Modified (best) 0.357 0.367 0.371 0.376 0.379 0.622 0.658 0.673 0.681 0.685
Relative performance in % 1.28% 1.26% 0.59% 0.39% −0.03% 5.45% 8.40% 9.07% 9.19% 9.10%
LC w. quest. class weights 0.350 0.362 0.370 0.377 0.385
LC 0.615 0.642 0.655 0.664 0.671
Relative performance in % −0.7% −0.11% 0.12% 0.54% 1.60% 4.24% 5.83% 6.15% 6.52% 6.92%

required neither relevance scores of passages nor importance weights assigned to
the fused PR systems.

5 Conclusions and Future Work

Our experiments show thatFuzzyPR achieves higherMRRand coverage thanother
similar systems on the TREC corpora. Furthermore it performs better in terms of
coverage than JIRS on the CLEF corpora at ranks 4 to 20 but also slightly worse
than JIRS simple model in terms of MRR on the same collection. Additionally, we
investigated the application of a total of 13 Data Fusion methods, eight of these
utilizing importance weights and importance weight per subclass of questions. We
found that our proposed modification to Tellex et. al.’s method is able to improve
MRR by a maximum of 6.43% and Coverage@20 by 11.39% fusing 4 different PR
systems. However, contrary to our initial expectations, we found that the use of
importance weights and importance weights per subclass of questions did not pro-
vide any improvement in data fusion performance.

As future work we consider addressing some of the weaknesses we found in
our approach, namely handling questions with answers not conforming to the re-
formulation intuition and investigating optimal ways to include relevance scores
in the data fusion mechanisms.
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1. Gómez-Soriano, J.: A passage retrieval system for multilingual question answer-
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Abstract. This paper presents a first step toward the formalization of
the concept of document reliability in the context of Information Re-
trieval (and Information Filtering). Our proposal is based on the hy-
pothesis that the evaluation of the relevance of a document can also
depend on the concept of reliability of a document. This concept has
the following properties: (i) it is user-dependent, i.e., a document may
be reliable for a user and not reliable for another user; (ii) it is source-
dependent, i.e., the source which a document comes from may influence
its reliability for a user; and (iii) it is also author-dependent, i.e., the
information about who wrote the document may also influence the user
when assessing the reliability of a document.

1 Introduction

The problem of information overload on the Web leads to a demand for effec-
tive systems able to locate and retrieve information relevant to user’s individual
interests. Usual systems for the content-based access to huge information repos-
itories produce a ranked list of documents to be presented to the user. The rank
is made possible by the estimate, by the system, of the so called ”retrieval status
value” (RSV). The usual evaluation criterion is relevance assessment, based on
a formal representation and comparison of documents contents and the user’s
query content. In this case the RSV represents the system’s estimate of the
relevance of a document to the user’s information needs. However, several addi-
tional properties of documents could be considered to assess their RSVs to users’
needs [12]. Among these criteria, the reliability is a quite interesting one, which
we try to approach and analyze in this paper. We present both a first analysis
and some possible formalizations of the document reliability concept. Starting
from a philosophical standpoint, we propose a fuzzy formalism for taking into
account some different dimensions which concern the reliability of a document
with respect to a particular user. More precisely, we attempt to give formal
answers to the following questions:

– how the trust of the user in the source from which a document comes from,
may determine document reliability?
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– may the document reliability concept be corroborated by other sources?
– might other information like the author of the document and the date in

which the document was been published contain useful information to en-
hance evaluation of document relevance?

To answer these questions, we have taken an inspiration from a philosophical
approach [6]. We propose then some fuzzy indices which may be combined in
distinct ways and which can be used in the process of document ranking.

The paper is organized as follows. In Section 2, we propose two fuzzy indices
for evaluating the reliability of a document from the trust the user has for its
source. In Section 3, we propose a third index for evaluating the reliability of
a document. Thanks to this index, the case in which the information provided
by the document is shared by other sources is also considered. In Section 4,
we propose two other criteria as possible components in the process of evaluat-
ing document relevance. In section 5, we propose a simple way to combine the
abovementioned indices into a unique index representing the overall reliability
of a document. Finally, Section 6 concludes.

2 Evaluating the Reliability of a Document from the
User Trust of Its Source

There are two different dimensions in the process of evaluating the user trust
of a source. The first one, more intutive and easily tractable, is when the user
has had in the past a significant amount of relevant information from a given
source. The second dimension is when the user either does not know at all or
does not dispose of enough information to be allowed to evaluate the source. We
will approach in a separate way either situation in the next sections.

2.1 When the Source is Known

In this case the user has a clear idea of the contents of the source, and she/he
has been able to judge the information coming from that source as relevant.
Therefore, when the source is known, the user can associate a trust degree with
it; as a consequence the reliability degree of a document for the user i, noted
T k

i (d), may be computed in the basis of the degree to which the user trusts the
source from which the document d comes from, i.e.,

T k
i (d) = Ti(s(d)), (1)

where index k stands for known source, s(d) represents the source of document
d, and Ti(s(d)) represents the trust degree of the source for user i.

In the case in which the user may dispose of information describing the prefer-
ences of other users (such in the case of some collaborative filtering approaches)
it would also be judicious to base the document reliability evaluation on the
opinion of other users the user trusts. Thus doing, we may suppose that the user
explicitly associates with a source a trust degree which depends also (i.e. it is
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influenced) on the ones specified by the colleagues she/he trusts. The degree of
trust a user i has in document d, originated from a known source, T k

i (d), may
in this case be given by:

T k
i (d) = γ ∗ Ti(s(d)) + (1 − γ) ∗ T(s(d)) (2)

where γ ∈]0, 1] is the degree of self trust of the user and T(s(d)) represents the
average degree on source s(d) for all the users who user i trusts. It may be given
by:

T(s(d)) =

{ �
j∈Users t(i,j)∗Tj (s(d))

�
j t(i,j) if ∃j such that t(i, j) �= 0,

0 Otherwise,

where t(i, j) representes the degree of trust user i has for user j.

2.2 When the Source is Unknown

Things are more complicated in the case in which the Web is the considered
document repository, or in the case in which the information source is unknown.
In fact, there is a huge number of information sources in the Web and, in most
cases, when using for example a search engine, a user obtains information from
quite different and ”unknown” sources (sources she/he sees for the first time). By
information sources we may here intend Web sites. Thus, it would be not possible
to evaluate the user trust of a source ”seen” for the first time; in this case “past
track records” do not exist. When information is provided by Internet sources
or other sources which do not have a well-established reputation, a possible
approach for evaluating user trust is link analysis, i.e. to determine whether the
information source is ”strongly” endorsed by others by looking at how many Web
sites link to that Web site. In the case of other kinds of unknwon sources, we may
act in an analogous way, depending on the type of considered documents. For
example in the case of information source containing scientific documents the
impact of a document could be evaluated by using citation counts. A possible
model of this interpretation is inspired by the formula used by Citeseer [8] for
calculating the impact of a scientific article in a given year. Let n̄ be the average
number of citations for each document published in a given period, and n be the
number of citations for the document d, published in that period. We define the
impact of d, impact(d), as

impact(d) = log2(
n

n̄
+ 1). (3)

The impact index of d, I(d), is given by:

I(d) = 1− 2−impact(d) (4)

The degree of reliability of document d for user i is then given by:

T u
i (d) = I(d), (5)

where index u stands for unknown source.
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The above proposition for computing the impact of a document does not
take into accout the “weight” of each citation. In fact, a citation which comes
from a much cited document counts like the citation which comes from a little
cited document and this is not reasonable. To take the “weight” of citations into
account, we propose a function inspired by the notion of PageRank proposed by
[2] for ranking pages on Google, which makes the calculation of the weighted
value of a citation possible.

Let d1, . . . , dm bem documents which cite a document d, and o(di) the number
of citations pointing out from di. The weighted value of citations of d, n(d), may
be computed by using the following iterative procedure:

n(d) =
n(d1)
o(d1)

+ . . .+
n(dm)
o(dm)

(6)

where n(di) is the weighted value of citations to document di. The intuitive
justification of this formula is that a document has a higher citation value if
many other documents point to it. This value may increase if there are high-
scoring documents pointing to it.

3 When Information Is Corroborated Can It Help in
Evaluating the Reliability of a Document?

In the previous section, we looked at ways to determine the reliability of a doc-
ument by considering a single source of information. In this section, we attempt
to evaluate the reliability of a document by also considering the case in which
the information provided by that document is shared by other sources. In fact,

in addition to the character of the “witness”, we may pay attention to
the “number of witnesses”. This is because it is much more likely that
one individual will ”deceive or be deceived” than that several individuals
will ”deceive or be deceived” in exactly the same way [6]

(a remarkable counterexample is when the majority of the electors of a country
is deceived by the false promises of a politician).

For this reason, several philosophers have noted that the agreement of a
number of experts on a topic can be an important indicator of accuracy.
This suggests that another technique for verifying the accuracy of a
piece of information is to see if other information sources corroborate
the original source of the information [6].

Of course,

information sources do not always agree with each other. In fact, it is
fairly easy to find conflicting information. If sources do conflict, then
people simply have to determine which source is more reliable [6]

(or use some of the other techniques for verifying the accuracy of the information).
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Notably, however, agreement between information sources is not always
an indication that their information is accurate. It depends on how these
different sources got their information. In particular, if they all got their
information from the same place, then ten sources saying the same thing
is no better evidence than one source saying it. This issue turns out to
be especially important on the Internet since it is so easy for the very
same information to be copied by several different Web sites. However,
the fact that all of these sites corroborate each other still does nothing
to help us verify that the information is accurate. Agreement between
sources should not increase our degree of confidence in the accuracy of
a piece of information unless those sources are independent. Obviously,
here what is required is only a conditional independence and not full in-
dependence. In fact, if two information sources are reliable, their reports
will be correlated with each other simply because their reports will both
be correlated with the truth. Thus, it is very difficult to calculate the
reliability of a piece of information based on the fact that it is or not
corroborated by other sources without making some trade-off [6].

Here, we propose to evaluate the accuracy of a piece of information by checking
if such information is shared by other sources.

Let d be a new document and d′ be a document obtained from source s′ which
is such that:

– d′ is the document more similar to document d, i.e. ¬∃d′′ with s(d′′) = s′ �=
s(d) such that sim(d, d′′) > sim(d, d′)1;

– sim(d, d′) ≥ α, where α is the similarity degree after which two documents
are considered similar.

The degree of trust a user i has for document d, T c
i (d), may be defined as

follows:

T c
i (d) =

∑
s′∈Sources Ti(s′) ∗ sim(d, d′)∑

s′ Ti(s′)
, (7)

where sim(d, d′) is set to 0 if sim(d, d′) < α, i.e., we consider only documents
similar to d. This allows us to take also into account the number of sources
sharing documents similar to d. Another possibility is

T c
i (d) = max

s′∈Sources
min(Ti(s′), sim(d, d′)) (8)

In both cases, if there is no source in which the user trusts, or if there is no
source containing at least a document more or less similar to document d, the
user concludes that the information in document d is not corroborated by any
source she/he trusts and, consenquently, she/he does not trust d.

1 Sim is a function which returns the similarity degree between two documents.
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4 Other Information Which Could Enhance Evaluation
of Document Relevance

In this section, we propose two other criteria, namely the author of the document
and the publication date of the document, as possible components in the process
of evaluation of document relevance. In fact, in the case in which the source
contains, for example, scientific documents, information about who wrote the
document may be useful for determining the relevance of the document. In a
similar way, if the piece of information has a temporary “truth value”, e.g., it
is merely relevant during a certain period, the date in which the document was
written may strongly contribute to evaluating its relevance.

4.1 Information About the Author of the Document

As we have said previously, information about the author of a document may also
be useful to determine the reliability of the document for a user. This information
may include:

– the author’s name, Na (∈ {0, 1}). More precisely, Na = 1 if the document
contains the name of the author and 0 otherwise;

– the author’s education or experience, Ea(∈ [0, 1]) which represents how the
author experience is relevant to the interest group of the document. The calcu-
lation of this degree may be made based on a comparison between the interest
theme of the document and the interest theme of the author’s qualification,
degree, or scholarship on one hand and, on the other hand, it may be based on
an evaluation made by the user of past documents written by the same author;

– contact information, Ia (∈ {0, 1}). More precisely, Ia = 1 if the document
contains a contact information of the author and 0 otherwise;

– the name of the organization for which she/he works, Oa (∈ {0, 1}). More
precisely, Oa = 1 if the document contains the name of the author’s organi-
zation and 0 otherwise.

The following importance order may be established according to common sense:
Na = Ia > Ea > Oa. This order means that the most important piece of infor-
mation is the name of the author and her/his contact information, followed by
the author experience and the least important piece of information is the orga-
nization for which she/he works. Therefore, the trust degree of document d for
user i, considering information about the author, may be calculated as follows:

T a
i (d) = λ1 · (Na + Ia)/2 + λ2 · Ea + λ3 ·Oa (9)

with λ ∈ [0, 1] and
∑3

i=1 λi = 1 and λ1 > λ2 > λ3.

4.2 Date of the Document

The presence or absence of the date (D ∈ {0, 1}) on which a document was writ-
ten may also help in determining its reliability. For some themes, the information
contained in a document with an old date may become irrelevant/obsolete/not
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true. For example, in the sport theme, information that “Juventus plays in pre-
mier league, 2005”, is not reliable in 2006. Instead, information that “Dante
Alighieri was born in Florence in 1265”, is always reliable. Thus, an old date on
information known to be changeable is a sign of irrelevance.

We propose to take this fact into account by combining all user’s interests
into two groups, namely, those in which the date influences their relevance and
those in which it does not. The reliability degree of document d for author i,
considering the presence or absence of the date in which the document was
written, may be calculated as follows:

T d
i (d) = (1 − β) + β ∗D. (10)

β ∈ [0, 1] is high if the document belongs to the first group, and low otherwise.

5 Combining Reliability Degrees

Each of the user trust degrees proposed in the previous sections corresponds to
different trust degrees the user may give to a document. We propose to combine
all of these degrees to obtain the overall degree of reliability of a document d for
a user i, Ri(d), as follows:

Ri(d) = δ1 ∗ T j
i (d) + δ2 ∗ T c

i (d) + δ3 ∗ T a
i (d) + δ4 ∗ T d

i (d), (11)

j = k if the source is known otherwise j = u; δi ∈ [0, 1] and
∑4

i δi = 1. Of
course, the above overall degree of reliability will then have to be combined with
some conventional document-similarity measure and other criteria to obtain the
RSV of a document.

6 Conclusion

To answer a number of questions stated in the Introduction, an extensive crit-
ical survey of the literature about relevance and trustiness, in particular in the
philosophical domain, has been carried out. The material gathered has been
elaborated on and formalized, resulting in the proposal of several fuzzy mea-
surements of user trust which were combined to obtain the overall reliability of
a document for a user. Since the relevance of a document for a user depends also
on the reliability of that document for that user, we believe that this proposal
may be useful in automated methods to locate and retrieve information with
respect to individual user interests.
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Abstract. The conceptual formalism supported by an ontology is not sufficient
for handling vague information that is commonly found in many application do-
mains. We describe how to introduce fuzziness in an ontology. To this aim we
define a framework consisting of a fuzzy ontology based on Fuzzy Description
Logic and Fuzzy–Owl.

1 Introduction

In recent years ontologies played a major role in knowledge representation. For exam-
ple, applications of the Semantic Web [1] (i.e., e-commerce, knowledge management,
web portals, etc.) are based on ontologies. In the Semantic Web an ontology is a formal
conceptualization of a domain of interest, shared among heterogeneous applications. It
consists of entities, attributes, relationships and axioms to provide a common under-
standing of the real world [2, 3]. With the support of ontologies users and systems can
communicate through an easy information exchange and integration. Unfortunately, the
conceptual formalism supported by the ontology structure is not sufficient for handling
imprecise information that is commonly found in many application domains. Indeed,
humans use linguistic adverbs and adjectives to describe their requests. For instance, a
user can be interested in finding topics about “an expensive item” or “a fun holiday”
using web portals. The problem that emerges is how to represent these non-crisp data
within the ontology definition.

Fuzzy sets theory, introduced by L. A. Zadeh [4], allows to deal with imprecise and
vague data, so that a possible solution is to incorporate fuzzy logic into ontologies. In
[5] we gave a first definition of fuzzy ontology. Here we present a better formalization
which can be mapped to a suitable Fuzzy Description Logic. Let us note that also [6]
gives a formalization of a fuzzy ontology, but it does not investigate its relationship
to Fuzzy DL and Fuzzy–OWL. This is of great importance due to the central role that
Description Logic and OWL play in the Semantic Web.

Further, SHOIN (D) is the theoretical counterpart of the OWL Description Logic.
Thus, in the current paper, we define a fuzzy extension of the OWL language con-
sidering fuzzy SHOIN (D) [7]. We have extended the syntax and semantic of fuzzy
SHOIN (D) with the possibility to add a concept modifier to a relation and introduc-
ing a new constructor which enable us to define a subset of objects belonging to a given
concept with a membership value greater or lower that a fixed value.
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Our idea is to map the fuzzy ontology definition (presented in this paper) into
the corresponding Fuzzy-OWL language through the syntax and semantic of fuzzy
SHOIN (D). Finally, we propose an extension of the KAON project [8] in order to
directly define some axioms of the fuzzy ontology through graph-based and tree-based
metaphors.

2 Fuzzy Ontology

In this section, we formally introduce the notion of Fuzzy Ontology. Our definition is
based on the vision of an ontology for the Semantic Web where knowledge is expressed
in a DL-based ontology. Thus, a fuzzy ontology is defined in order to correspond to a
DL knowledge base as we will give in Section 3 [9].

Definition 1. A Fuzzy Ontology is defined as the tuple OF = {I,C,R,F,A} where:
- I is the set of individuals, also called instances of the concepts.
- C is the set of concepts. Each conceptC ∈ C is a fuzzy set on the domain of instances
C : I �→ [0, 1]. The set of entities of the fuzzy ontology will be indicated by E, i.e.,
E = C ∪ I.
-R is the set of relations. Each R ∈ R is a n-ary fuzzy relation on the domain of enti-
ties, R : En �→ [0, 1]. A special role is held by the taxonomic relation T : E2 �→ [0, 1]
which identifies the fuzzy subsumption relation among the entities.
- F is the set of the fuzzy relations on the set of entities E and a specific domain con-
tained in D = {integer, string, ...}. In detail, they are n-ary functions such that each
element F ∈ F is a relation F : E(n−1) × P �→ [0, 1] where P ∈ D.
- A is the set of axioms expressed in a proper logical language, i.e., predicates that
constrain the meaning of concepts, individuals, relationships and functions.

Let us note that any concept and any relation is fuzzy. In particular the taxonomic re-
lationship T (i, j) indicates that the child j is a conceptual specification of the par-
ent i with a certain degree. For example, in an ontology of the “animals” an expert
can have some problems on how to insert the “platypus” instance, since it is in part
a “mammal” and in part an “oviparous”. Using the fuzzy subsumption relationships
T (mammal, platypus) = x and T (oviparous, platypus) = y, where x, y are two
arbitrary fuzzy values, it is possible to declare partial relations in order to better specify
the ontology knowledge. The same holds for non-taxonomic relationships. For instance,
a way to describe the fact “Paul lives sometimes in London and sometimes in Rome”
could be Lives(Paul, London) = 0.6, Lives(Paul, Rome) = 0.5.

Of course, since fuzzy sets are a sound extension of classical boolean sets, it is always
possible to define crisp (i.e, non-fuzzy) concepts (resp., relations) by using only values
in the set {0, 1}.

A particular interest in our work is held by the non-taxonomic fuzzy relationship
“correlation” defined as Corr : E2 �→ [0, 1] (see [10, 11]). The correlation is a bi-
nary and symmetric fuzzy relationship that allows to specify the semantic link among
the entities of the fuzzy ontology. The values of correlation between two objects can
be assigned not only by the expert of the domain, but also considering the knowledge
based on how the two objects are used together (for instance, in the queries or in the
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documents definition). For example, it is possible to state that “sun and yellow” are
semantically correlated with value 0.8, i.e., Corr(sun, yellow) = 0.8. Furthermore, it
is possible to have the special case where an entity x is itself correlated. For instance,
we can affirm that Corr(sun, sun) = 0.3. In the implementation phase, for the fuzzy
relationshipCorr is necessary to define the attribute “count” that allows to storage how
many times the entities are searched together.

Properties of relations. In the fuzzy ontology the properties on the relations we are
interested in are symmetry and transitivity. Given a fuzzy ontology OF, a binary relation
R : E × E �→ [0, 1] is Symmetric if ∀i, j ∈ E, R(i, j) = R(j, i) and Transitive if
∀i, j ∈ E, supk∈E{t(R(i, k), R(k, j))} ≤ R(i, j), where t is a t-norm. Further, given a
binary relationR : E×E �→ [0, 1], its inverse relation is defined asR−(i, j) := R(j, i).
Thus, we have that a relation is symmetric if and only if ∀i, j ∈ E, R(i, j) = R−(i, j).

3 Fuzzy Description Logic

Our next step in the description of a complete framework for a fuzzy ontology is the
definition of a fuzzy description logic. Let us note that in literature there are several
approaches to this topic. The most complete and coherent one is [7]. Stoilos et. al [12]
have also presented a Fuzzy-OWL language version based only on SHOIN discarding
datatypes and concept modifiers. We take inspiration mainly from Straccia’s work [7],
adding a complete formalization of fuzzy axioms and introducing some differences:

- we add the possibility to have fuzzy relations with modifiers, and not only modified
fuzzy concepts. This can be helpful to express a sentence as “there is a strong correlation
between sun and yellow” where strong is a modifier and “correlation” a fuzzy relation;
- we give a different semantic of cardinality restriction;
- we add a new possibility to define a concept:≤α C (and similarly≥α,<α,>α) which
enable us to define, for instance, the fuzzy set of “people which are tall with value lower
than 0.3” or the “wines which have a dry taste with a value at least of 0.6”.

Decidability and computability issues of these modifications will be investigated in
a forthcoming paper.

3.1 Syntax

The alphabet of the logic is (C,Ra, Rc, Ia, Ic) where C is the set of concept names,
Ra (resp., Rc) is the set of abstract (resp., concrete) role names, Ia (resp., Ic) the set of
abstract (resp., concrete) individual names. All these sets are non-empty and they are
pair-wise disjoint. A concrete domain is a pair 〈ΔD, ΦD〉 whereΔD is an interpretation
domain and ΦD the set of concrete fuzzy relations p on the domainΔD with interpreta-
tion pD : Δn

D �→ [0, 1]. The set of modifier names is denoted as M and to each element
m ∈M is associated its interpretation fm : [0, 1] �→ [0, 1].

Finally, using the following notation: A ∈ C is a concept, R ∈ Ra an abstract rela-
tion name, T ∈ Rc a concrete relation name, S ∈ Ra an abstract simple relation name
(a relation is simple if it is not transitive and it has not transitive sub-relations),m ∈M
a modifier name, p ∈ ΦD a concrete predicate name, a ∈ Ia an abstract instance name,
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c ∈ Ic a concrete instance name, n ∈ N, we can define a fuzzy-SHOIN (D) concept
according to the following rules.

C → �|⊥|A|C1 ! C2|C1 " C2|¬C|∀P.C|∃P.C|(≤ nS)|(≥ nS)|{a1, . . . , an}|mC|
|(≤ nT )|(≥ nT )| <α C| ≤α C| >α C| ≥α C|∀T1 . . . Tn.D|∃T1 . . . Tn.D|

D → p|{c1, . . . , cn} P → R|R−|mR

Now, we introduce the axioms, which, as usual, are divided in three categories. From
now on, by � we mean a symbol in {<,≤, >,≥,=, �=} and by α a value in [0, 1].

TBox. Let A,B be concepts. A fuzzy inclusion axiom is (A � B) � α. Let us note that
non-fuzzy inclusion axioms can be obtained as (A � B) = 1
RBox. Let R1, R2 ∈ Ra and T1, T2 ∈ Ra. Fuzzy role inclusion axioms are (R1 �
R2) � α and (T1 � T2) � α. Further, we can have transitivity axioms TRANS(R).
ABox. Let a, b ∈ Ia, c ∈ Ic and C a concept. Then, ABox axioms are 〈a : C〉 � α,
〈(a, b) : R〉 � α, 〈(a, c) : T 〉 � α, a = b and a �= b.

A Knowledge Base is a triple 〈T ,R,A〉with T ,R andA respectively a TBox, RBox
and ABox.

3.2 Semantics

The interpretation is given by a pair 〈ΔI , ·I〉 where ΔI is a set of objects with empty
intersection with the concrete domain ΔD: ΔI ∩ ΔD = ∅. An individual a ∈ Ia is
mapped to an object in ΔI : aI ∈ ΔI . An individual c ∈ Ic is mapped to an object
cI ∈ ΔD . A concept A ∈ C is interpreted as a fuzzy set on the domain ΔI , AI :
ΔI �→ [0, 1]. Abstract rolesR ∈ Ra and concrete roles T ∈ Rc are interpreted as fuzzy
binary relations, respectively: R : ΔI × ΔI �→ [0, 1] and T : ΔI × ΔD �→ [0, 1].
The interpretation of the concepts is given according to table 1, where t is t-norm, s a
t-conorm,→ a (residual) implication,N a negation,m ∈M a modifier, x, y ∈ ΔI and
v ∈ ΔD . For the sake of simplicity we omit the semantic of ≤ nS which is dual to
≥ nS and of <α,≤α, >α which are similar to ≥α.

Let us note that the semantic of cardinality restrictions ≥ nS and ≤ nS is different
from both [7] and [12]. Indeed, we do not fuzzify them, since, in our opinion, the prop-
erty ∀x “there are at least n distinct elements that satisfy to some degree” [7] S(x, y),
i.e, the semantic of ≥ nS, is satisfied or not, in a Boolean fashion. For instance, a
“Tortoiseshell cat” is characterized by having three colours. This can be expressed in
fuzzy DL as ≥ 3HasColor " ≤ 3HasColor which is a crisp concept. That is, a cat
is a “Tortoiseshell” if it has exactly three colours, each of them to some (fuzzy) degree.
Further, the classical relationship ≤ nS ≡ ¬(≥ (n + 1)S) is satisfied and, as showed
below, the semantic of a function is coeherent with the idea that a function assigns to
any instance only one value, in this fuzzy environment with a certain degree.

In Table 2 the interpretation of axioms is given. Further important axioms derivable
in fuzzy SHOIN (D) from the primitive ones are the requirement that a relation is
symmetric and that a relation is a function. They can be respectively expressed as R ≡
R− and (� �≤ 1S) = 1 whose semantic, according to Table 2, is ∀a, b ∈ ΔI ,
RI(a, b) = (R−)I(a, b) and ∀x ∈ ΔI , |{y ∈ ΔI : S(x, y) ≥ 0}| ≤ 1.
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Table 1. Interpretation of concepts in fuzzy SHOIN (D)

⊥I(x) 0

�I(x) 1

(C1 �C2)
I(x) t(CI

1 (x), CI
2 (x))

(C1 �C2)
I(x) s(CI

1 (x), CI
2 (x))

(¬C)I(x) (N(CI))(x)
(mC)I(x) fm(C

I(x))
(R−)I(x, y) RI(y, x)

(mR)I(x, y) fm(R
I(x, y))

(∀P.C)I(x) inf
y∈ΔI {P I(x, y)→ CI(y)}

(∃P.C)I(x) sup
y∈ΔI {t(P I(x, y), CI(y))}

(≥ nS)I(x)

�
1 if |{y ∈ ΔI : S(x, y) > 0}| ≥ n

0 otherwise

(≥α C)I(x)

�
C(x) if C(x) ≥ α

0 otherwise

{a1, . . . , an}I(x)

�
1 if x ∈ {a1, . . . , an}
0 otherwise

{c1, . . . , cn}I(v)

�
1 if v ∈ {c1, . . . , cn}
0 otherwise

(∀T1 . . . Tn.D)I(x) infyi∈ΔD
{tn

i=1T I
i (x, yi)→ DI(y1, . . . , yn)}

(∃T1 . . . Tn.D)I(x) supyi∈ΔD
{t(tn

i=1T I
i (x, yi), DI(y1, . . . , yn))}

Table 2. Interpretation of axioms in fuzzy SHOIN (D)

(C ≡ D)I ∀x ∈ ΔI CI(x) = DI(x)
((C � D) � α)I (inf

x∈ΔI {CI(x)→ DI(x)}) � α

(R1 ≡ R2)
I ∀x, y ∈ ΔI RI

1 (x, y) = RI
2 (x, y)

((R1 � R2) � α)I (infx,y∈ΔI {RI
1 (x, y)→ RI

2 (x, y)}) � α

((T1 � T2) � α)I (infx∈ΔI ,v∈ΔD
{T I

1 (x, v)→ T I
2 (x, v)}) � α

(〈a : C〉 � α)I CI(aI) � α

(〈(a, b) : R〉 � α)I RI(aI , bI) � α

Trans(R) ∀a, b, c ∈ ΔI

supb∈ΔI t(RI(a, b), RI(b, c)) ≤ RI(a, c)

(a = b)I aI = bI

(a 
= b)I aI 
= bI

As an example let us consider the property HasColor with value white, In fuzzy
SHOIN (D) it can be expressed as (∃HasColor.{white}) which, once applied to
the individual Silvester, becomes (∃HasColor.{white})(Silvester) = supy{t(Has
Color(Silvester, y), {white}(y))}. According to the given semantics, {white}(y) is
different from 0 (and in particular equal to 1) only when y = white. Thus, the above
statement (∃HasColor.{white})(Silvester) is equivalent to HasColor(Silvester,
white). Finally, it is possible to define the set of “white cats which are white with a de-
gree at least of 0.3” as the axiom (White−Cat �≥0.3 (∃HasColor.{white})) = 1.
Indeed, the semantics of the last statement is

(
inf

x∈ΔI

{
White− Cat(x) →

{
HC(x,white) HC(x,white) ≥ 0.3
0 otherwise

})
= 1

and considering that→ is a residual implication, we must have that
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∀xWhite− Cat(x) ≤
{
HC(x,white) HC(x,white) ≥ 0.3
0 otherwise

Thus, if for a cat x, HasColor(x,white) = 0.2, it must be White−Cat(x) = 0, i.e.,
it does not belong to the set of white cats.

4 Fuzzy-OWL

Once we have defined a fuzzy ontology and after to have showed how to extend
SHOIN (D), the next step is to define the new fuzzy language suitable to implement
the fuzzy ontology. In order to achieve this goal, the logical framework of the KAON
project has been extended .

4.1 Defining Fuzzy Ontology in KAON

The KAON project is a meta-project carried out at the Institute AIFB, University of
Karlsruhe and at the Research Center for Information Technologies (FZI) [13]. KAON
includes a comprehensive tool suite allowing easy creation, maintenance and manage-
ment of ontologies. An important user-level application supplied by KAON is an on-
tology editor called OI-modeler whose most important features are its support for ma-
nipulation of large ontologies and for user-directed evolution of ontologies. In the last
years, KAON has been applied to the Semantic Web [14].

An ontology in KAON consists of concepts (sets of elements), properties (specifica-
tions of how objects may be connected) and instances grouped in reusable units called
OI-models (ontology-instance models) [13]. The conceptual model proposed allows to
define an entity in different ways, depending on the point of view of the observer. That
is, an entity can be interpreted as a concept, as well as an instance.

Fuzzy ontologies in KAON. Our aim is to enrich KAON language adding the proposed
fuzzy-sets approach. In order to integrate our framework in the KAON project we have
developed a suited “Fuzzy Inspector”. The Fuzzy Inspector is composed by a table
representing fuzzy entity, a membership degree and a number of updates Q. This new
panel allows to the expert an easy fuzzy logic integration.

Furthermore, the Fuzzy Inspector allows to assign the fuzzy values in two ways in
order to handle the trade off between understandability and precision [15]. In the first
case, he/she can assign a precise value (between 0 and 1) to define an high degree
of accuracy according to his/her experience. Whereas, in the second case, he/she can
assign a linguistic value defining an high degree of interpretability. He/she can choose a
linguistic value by a combo-list where automatically a numerical value is assigned. The
choice of this list has been made arbitrarily, an expert can choose the linguistic values
suitable to the context, and the numerical values relative to the labels can be calculated
by the Khang et al.’s algorithm [16].

Fuzzy-OWL language. KAON’s ontology language is based on RDFS [17] with pro-
prietary extensions for algebraic property characteristics (symmetric, transitive and
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Table 3. Constructor

Fuzzy constr. Example for Fuzzy-OWL
<fowl:Restriction>

≥α ∃R.{x} <fowl:onProperty rdf:resource=“�R”/ >
<fowl:hasValue rdf:resource=“�x”/ >
<fowl:moreOrEquivalent fowl:degree=α/ >

< /fowl:Restriction>

Table 4. Axioms and fuzzy constraint between concepts

Fuzzy axioms Example for Fuzzy-OWL
<fowl:Class rdf:ID=“A”>
<fowl:subClassOf rdf:resource=�B/ >

A � B �α <fowl:ineqType fowl:degree=α/ >
< /fowl:Class>
<fowl:ObjectProperty rdf:ID=“S”>
<rdf:type rdf:resource=“FunctionalProperty”/ >

(� � (≤ 1S)) = 1 <rdfs:domain rdf:resource=“�A”/ >
<rdfs:range rdf:resource=“�B”/ >

<fowl:ObjectProperty/ >

<fowl:Thing rdf:ID=“a”/ >
<fowl:Thing rdf:about=“�a”/ >

A(a) �α <rdf:type rdf:resource=“�A”/ >
<fowl:ineqType fowl:degree=α/ >

< /fowl:Thing>

<fowl:Thing rdf:ID=“a”>
<R rdf:resource=“�b”/ >

R(a,b) �α <fowl:ineqType fowl:degree=α/ >
< /fowl:Thing>

Fuzzy constraints Example for Fuzzy-OWL
<rdf:Description rdf:about“c”>

R(c,d) �α <R rdf:resource=“�d” fowl:ineqType
fowl:degree=α/ >

< /rdf:Description>

inverse), cardinality, modularization, meta-modelling and explicit representation of lex-
ical information. But it is possible to export the fuzzy ontology file in the OWL [18]
format. OWL DL is the language chosen by the major ontology editors because it sup-
ports those users who want the maximum expressiveness without losing computational
completeness (all conclusions are guaranteed to be computed) and decidability of rea-
soning systems (all computations will finish in finite time) [18]. However, OWL DL
does not allow to handle the information represented with a not precise definition. Our
aim is to present an extension of OWL DL, named Fuzzy-OWL, by adding a fuzzy
value to the entities and relationships of the ontology following the fuzzy SHOIN (D)
syntax of Section 3 and the fuzzy ontology definition given in Section 2. In Table 3
is reported only the new constructor ≥α defined in Section 3 (here the namespace is
“fowl”), where α ∈ [0, 1] allows to state the fuzzy values into the two ways previously
described (i.e. by a combo-list or directly editing the value). Other constructors are
defined analogously (see also [19]).

Table 4 reports the major axioms of Fuzzy-OWL language, where “a,b” are two indi-
viduals and “ineqType”= “moreOrEquivalent | lessOrEquivalent |moreThan | lessThan
| Exactly”. The fuzzy constraint between concepts “c” and “d” is useful for defining the
non-taxonomic relationship “Corr” (see Section 2). In order to represent this, we adopt
the solution proposed in [20] using RDF/XML syntax in Fuzzy OWL’s DL language.

5 Conclusions

We outlined a complete framework for building a fuzzy ontology for the Semantic
Web. Apart from defining a fuzzy ontology this required a coherent definition of Fuzzy
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Description Logic and Fuzzy-OWL. With this new framework is possible to introduce
and handle vagueness, an intrinsic characteristic of the web (and of human reasoning in
general). From the applicative point of view some work is still needed. Indeed KAON
is based on RDF(S) and all its limits with respect to OWL DL are well-known [21].
Although KAON language is based on own extension, this is not sufficient for repre-
senting all the constructors and axioms of OWL DL. For example, it is not possible to
define the union, intersection and complement constructor between classes. A possible
solution is to export the KAON file in the Fuzzy-OWL language. This will also enable
the use of the fuzzy ontology in a fuzzy inference engine (for example KAON2 [22]).
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[16] Khang, T.D., Störr, H., Hölldobler, S.: A fuzzy description logic with hedges as con-
cept modifiers. In: Third International Conference on Intelligent Technologies and Third
Vietnam-Japan Symposium on Fuzzy Systems and Applications, pp. 25–34 (2002)

[17] RDFS: Resource Description Framework Schema (2004) http://www.w3.org/TR/
PR-rdf-schema

[18] OWL: Ontology Web Language (2004) http://www.w3.org/2004/OWL/
[19] Gao, M., Liu, C.: Extending OWL by Fuzzy Description Logic. In: IEEE-ICTAI05 (2005)
[20] Stoilos, G., Nikos Simou, G.S., Kollias, S.: Uncertainty and the Semantic Web. IEEE Intel-

ligent System 21, 84–87 (2006)
[21] Jeff, Z., Pan, I.H.: RDFS(FA):Connecting RDF(S) and OWL DL. IEEE Transactions on

Knowledge and Data Engineering 19, 192–2006 (2007)
[22] KAON2: Karlsruhe Ontology and Semantic Web Tool Suite 2 (2005), http://kaon2.

semanticweb.org

protect protect protect edef OT1{OT1}let enc@update elax protect edef ptm{ptm}protect edef m{m}protect edef n{n}protect xdef OT1/pcr/m/n/9 {OT1/ptm/m/n/9 }OT1/pcr/m/n/9 size@update enc@update ignorespaces elax protect elax protect edef ptm{pcr}protect xdef OT1/pcr/m/n/9 {OT1/ptm/m/n/9 }OT1/pcr/m/n/9 size@update enc@update http://www.w3.org/TR/PR-rdf-schema
protect protect protect edef OT1{OT1}let enc@update elax protect edef ptm{ptm}protect edef m{m}protect edef n{n}protect xdef OT1/pcr/m/n/9 {OT1/ptm/m/n/9 }OT1/pcr/m/n/9 size@update enc@update ignorespaces elax protect elax protect edef ptm{pcr}protect xdef OT1/pcr/m/n/9 {OT1/ptm/m/n/9 }OT1/pcr/m/n/9 size@update enc@update http://www.w3.org/TR/PR-rdf-schema
http://www.w3.org/2004/OWL/
protect protect protect edef OT1{OT1}let enc@update elax protect edef ptm{ptm}protect edef m{m}protect edef n{n}protect xdef U/msb/m/n/5 {OT1/ptm/m/n/9 }U/msb/m/n/5 size@update enc@update ignorespaces elax protect elax protect edef ptm{pcr}protect xdef U/msb/m/n/5 {OT1/ptm/m/n/9 }U/msb/m/n/5 size@update enc@update http://kaon2.semanticweb.org
protect protect protect edef OT1{OT1}let enc@update elax protect edef ptm{ptm}protect edef m{m}protect edef n{n}protect xdef OT1/pcr/m/n/9 {OT1/ptm/m/n/9 }OT1/pcr/m/n/9 size@update enc@update ignorespaces elax protect elax protect edef ptm{pcr}protect xdef OT1/pcr/m/n/9 {OT1/ptm/m/n/9 }OT1/pcr/m/n/9 size@update enc@update http://kaon2.semanticweb.org


F. Masulli, S. Mitra, and G. Pasi (Eds.): WILF 2007, LNAI 4578, pp. 127 – 135, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

An Improved Weight Decision Rule Using SNNR and 
Fuzzy Value for Multi-modal HCI 

Jung-Hyun Kim and Kwang-Seok Hong 

School of Information and Communication Engineering, Sungkyunkwan University, 300, 
Chunchun-dong, Jangan-gu, Suwon, KyungKi-do, 440-746, Korea 

kjh0328@skku.edu, kshong@skku.ac.kr 
http://hci.skku.ac.kr 

Abstract. In this paper, we suggest an improved weight decision rule depending 
on SNNR (Signal Plus Noise to Noise Ratio) and fuzzy value for simultaneous 
multi-modality including a synchronization between audio-gesture modalities. In 
order to insure the validity of the suggested weight decision rule, we implement 
a wireless PDA-based Multi-Modal Fusion Architecture (hereinafter, MMFA) by 
coupling embedded speech and KSSL recognizer, which fuses and recognizes 
130 word-based instruction models that are represented by speech and KSSL 
(Korean Standard Sign Language), and then translates recognition result into 
synthetic speech (TTS) and visual illustration in real-time. In the experimental 
results, the average recognition rate of the MMFA fusing 2 sensory channels 
based on wireless PDA was 96.54% in clean environments (e.g. office space), 
and 93.21% in noisy environments, with the 130 word-based instruction models. 

1   Introduction 

Intelligent HCI for more advanced and personalized PC system such as wearable com-
puter and PDA based on wireless network and wearable computing, may require and 
allow new interfaces and interaction techniques such as tactile interfaces with haptic 
feedback methods, and gesture interfaces based on hand gestures, to serve different 
kinds of users. In other words, for perceptual experience and behavior to benefit from 
the simultaneous stimulation of multiple sensory modalities that are concerned with a 
human’s the (five) senses, fusion and fission technologies of the information from 
these modalities are very important and positively necessary [1], [2]. 

Consequently, we implement a wireless PDA-based MMFA that fission the han-
dling of haptic and aural modalities by coupling embedded speech and KSSL recog-
nizer, for clear instruction processing in noisy environments, and suggest an improved 
fusion and fission rules depending on SNNR and fuzzy value for a simultaneous 
multi-modality between audio-gesture information. In contrast to other proposed 
multi-modal interaction approaches, our approach is unique in two aspects: First, 
because the MMFA provides different weight and feed-back function at individual 
(speech or gesture) instruction recognizer, according to SNNR and fuzzy value, it 
may select an optimal instruction processing interface under a given situation or noisy 
environment. Second, according as the MMFA fuses and recognizes 130 word-based 
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instruction models that are represented by speech and KSSL, then translates recogni-
tion results that is fissioned according to a weight decision rule into synthetic speech 
and visual illustration in real-time, it performs certain features, such as a remote con-
trol and a instruction input function more correctly and can allow more interactive 
communication functions in noisy environment, for the next generation PC. 

2   CHMM and Viterbi Search-Based Embedded Speech 
Recognizer 

We implement a wireless PDA-based embedded Vocabulary-Independent Speech 
Recognizer (VISR) composing standard models such as CV, VCCV, VC. In embed-
ded VISR, a sampling rate is 8 KHz, and a frame length is 10ms (we allow the 50% 
overlapping). To extract feature vectors at each frame from given various speech data, 
we applied the MFCC (Mel Frequency Cepstral Coefficient). MFCC coefficient uses 12 
vectors, and because frame log energy is used additionally, characteristic vector that is 
used by input of speech recognition amounts to the 13th vectors (whole the 39th feature 
vectors: MFCC the 13th, Delta and Delta-Delta). In addition, we used a Continuous 
Hidden Markov Model (CHMM) and the Viterbi algorithm as a recognition and 
search algorithm for embedded VISR. A HMM is an extended stochastic model from 
a Markov chain to find a sequence of states with observation value, a probabilistic 
function of a state, and the HMM parameters are given in Eq. (1). 

{ }πλ ,, BA=                   (1) 

Where, { }ijaA =  is the set of transition probability from state i to state j, { })(kbB j=  
is the set of observation probability given the current state j, and iππ = is the set of 
initial state probability. However, in CHMM, bj(x) in Eq. (2) is substituted for 

{ })(kbB j=  in Eq. (1) [3].  
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Where, x is the observation vector being modeled, Cjk is the mixture coefficient for 
the k-th mixture in state j, and N is the Gaussian pdf with mean vector jkμ  and co-
variance matrix ∑ jk  for the k-th mixture component in state j. The flowchart of em-
bedded VISR is shown in Fig. 3 (in section 4). 

3   Fuzzy Logic -Based Embedded KSSL Recognizer 

For an implementation of a wireless PDA-based embedded KSSL recognizer, we 
constructed the 130 word-based instruction models according to an associability of 
prescribed hand gestures and basic KSSL motion gestures, according to "Korean 
Standard Sign Language Tutor (KSSLT) [4]". KSSL motion gestures and hand ges-
tures are classified by an arm’s movement, hand shape, pitch and roll degree by 
RDBMS [5]. In addition, for acquisition of KSSL gesture, we used 5DT company's 
wireless data gloves and Fastrak® which are popular input devices in the haptic ap-
plication field, and utilized bluetooth module for the wireless sensor network [6]. As 
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the fuzzy logic for KSSL recognition, we applied trapezoidal shaped membership 
functions for representation of fuzzy numbers-sets, and utilized the fuzzy max-min 
composition. In this paper, we utilized the fuzzy max-min composition to extend a 
crisp relation concept to relation concept with fuzzy proposition and to reason ap-
proximate conclusion by composition arithmetic of fuzzy relation. Two fuzzy rela-
tions R and S are defined on sets A, B and C (we prescribed the accuracy of hand 
gestures and basic KSSL gestures, object KSSL recognition models as the sets of 
events that are happened in KSSL recognition with the sets A, B and C). That is, R ⊆ 
A × B, S ⊆ B × C. The composition S • R = SR of two relations R and S is expressed 
by the relation from A to C, and this composition is defined in Eq. (3) [7], [8]. 

 

 

S • R from this elaboration is a subset of A × C. That is, S • R ⊆ A × C.  If the rela-
tions R and S are represented by matrices MR and MS, the matrix MS • R corresponding 
to S • R is obtained from the product of MR and MS ; MS • R = MR • MS. That is, we can 
see the possibility of occurrence of B after A, and by S, that of C after B in Table 1, 2. 
For example, by matrices MR, the possibility of “Best” ∈ B after “Best” ∈ A is 0.9.  

Table 1. The matrices MR for the relations R between the fuzzy set A and B 

Table 2. The matrices MR for the relations R between the fuzzy set B and C 

Table 3. The matrix MS • R corresponding to the relations S • R 
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R Accuracy of basic KSSL gestures 
Accuracy of hand gestures Best  Good  Normal Bad Very_bad 

Very_bad 0.0 0.1 0.2 0.6 0.9 
Bad 0.0 0.2 0.3 0.8 0.6 

Normal 0.2 0.3 0.6 0.4 0.3 
Good 0.7 0.9 0.5 0.3 0.2 
Best 0.9 0.7 0.5 0.2 0.1 

S Accuracy of 25 basic KSSL gestures 
Accuracy of   basic KSSL gestures Insignificance Bad_YOU Normal _YOU Good_YOU Best_YOU 

Best 0.1 0.2 0.4 0.6 0.9 
Good 0.2 0.3 0.5 0.8 0.7 

Normal 0.3 0.4 0.6 0.3 0.2 
Bad 0.7 0.8 0.4 0.2 0.1 

Very_bad 0.9 0.6 0.3 0.1 0.0 

S • R KSSL recognition model : “YOU” 
Accuracy of   basic KSSL gestures Insignificance Bad_YOU Normal _YOU Good_YOU Best_YOU 

Very_bad 0.9 0.6 0.3 0.2 0.1 
Bad 0.6 0.7 0.4 0.2 0.2 

Normal 0.3 0.4 0.4 0.3 0.3 
Good 0.3 0.3 0.5 0.8 0.7 
Best 0.2 0.3 0.4 0.6 0.9 
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Fig. 1. Composition of fuzzy relation 

Also, by matrices MS, the possibility of occurrence of “Good_YOU” after “Best” is 
0.6. Also, the matrix M S • R in Table 3 represents max-min composition that reason 
and analyze the possibility of C when A is occurred and it is also given in Fig. 1. Em-
bedded KSSL recognizer calculates and produces a fuzzy value from the user’s dy-
namic KSSL via a fuzzy reasoning and composition process, and then decides and 
recognizes various KSSL according to produced fuzzy value. The flowchart of KSSL 
recognizer is shown in Fig. 3 (in section 4) together with the flowchart of the MMFA. 

4   The Fusion Architecture for a Wireless PDA-Based MMFA 

The fusion principle, which is featured in this paper, is based on the understanding, 
that there are two aspects of the integration process: 1) achieving the synergistic inte-
gration of two or more sensor modalities and 2) actual combination (fusion) of the 
various information streams at particular moments of their processing. All the recog-
nizers produce time-stamped hypotheses, so that the fusion process can consider vari-
ous temporal constraints. The key function of modality fusion is the reduction of the 
overall uncertainty and the mutual disambiguation of the various analysis results. By 
fusing symbolic and statistical information derived from the recognition and analysis 
components for speech, gesture and double-touching, MMFA can correct various 
recognition errors of its uni-modal input components and thus provide a more robust 
dialogue than a uni-modal system. In principle, modality fusion can be realized during 
various processing stages like multimodal signal processing, multimodal parsing, or 
multimodal semantic processing. In MMCR, fusion could be 1) done early or late in 
the interpretation process; 2) some modes could be principal and others auxiliary. 

The fusion and fission schemes consists of six major steps: 1) the user inputs pre-
scribed speech and KSSL data to a wireless PDA-based MMFA, Simultaneously, 2) 
inputted 2 sensory information are recognized and recorded by the embedded VISR 
and KSSL recognizer, and then ASR and gesture recognition results are saved to the 
MMDS (Multi-Modal Database Server; The MMDS is a responsible database for 
synchronizing data between speech and KSSL gesture), 3) at this point, the user's 
KSSL and speech data are synchronized depending on the internal SQL logic in the 
MMDS, and then 4) while suggested MMFA runs a validity check function on ASR 
and KSSL recognition results with prescribed instruction models, the NAT(Noise  
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Fig. 2. The architecture of the MMFA for simultaneous multi-modality 

 

 

Fig. 3. The flowchart of the MMFA fusing 2 sensory channels with speech and gesture 

Analysis Tool) analyzes a noise for user's speech data which is recorded in the second 
step, 5) according to analyzed noise and a validity check result, the MMFA gives 
weight into an individual embedded recognizer by improved fusion and fission rules 
in section 5, 6) finally, user’s intention is provided to the user through TTS and visu-
alization. The suggested architecture and flowchart of the MMFA are shown in Fig. 2 
and 3, respectively. 

5   An Improved Weight Decision Rule for Fusion and Fission 

In noisy environments, speech quality is severely degraded by noises from the sur-
rounding environment and speech recognition systems fail to produce high recogni-
tion rates. Consequently, we designed and implemented Noise Analysis Tool (NAT) 
for weight decision in individual (gesture or speech) recognizer. The NAT calculates  
average energy (mean power; [dB]) for a speech signal that recorded by wave-format 
in embedded VISR; and then computes SNNR by Eq. (4), where, P is a mean power. 
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Table 4. Weight value according to the SNNR and critical value for a feed-back function; in 
case SNNR critical value for weight decision is ambiguous, The MMFA calls a feed-back 
function that requests re-input (speech and KSSL) to user 

Weight value (%) Average speech recognition rates for the 20 test recognition models (%) 
xSNNR Critical value  Speech 

(WS) 
KSSL(WG) Reagent 1 Reagent 2 Reagent 3 Reagent 4 Reagent 5 Average(S) Differ-

ence 
more than  40 [dB] 99.0 1.0 98.2 98.4 97.9 98.5 98.2 98.2 0.9 

35 [dB] ≤ SNNR < 40 [dB] 98.0 2.0 97.8 97.3 96.6 97.1 97.5 97.3 0.3 
30 [dB] ≤ SNNR < 35 [dB] 96.0 4.0 97.5 96.5 96.6 97.0 97.4 97.0 0.2 
25 [dB] ≤ SNNR < 30 [dB] 94.0 6.0 97.2 96.5 96.5 96.9 96.9 96.8 0.2 
20 [dB] ≤ SNNR < 25 [dB] 92.0 8.0 96.9 95.9 96.4 96.8 96.8 96.6 2.2 
15 [dB] ≤ SNNR < 20 [dB] Feed-Back 92.4 96.2 93.8 95.2 94.1 94.3 11.1 
10 [dB] ≤ SNNR < 15 [dB] 6.0 94.0 83.6 83.4 83.5 82.6 83.2 83.3 8.8 
 5 [dB] ≤ SNNR < 10 [dB] 4.0 96.0 71.9. 72.5 70.2 79.5 75.6 74.5 22.4 
 0 [dB] ≤ SNNR  <  5 [dB] 2.0 98.0 53.4 51.3 52.6 51.6 51.3 52.0 14.0 

less than  0 [dB] 1.0 99.0 

 

38.5 37.6 37.5 38.2 38.5 38.1 - 
 

                                      

noise
noisesignal

P
PdBSNNR += 10log10)(

                                   

 (4) 

We utilized an average speech recognition rate as speech probability value for a 
weight decision, and to define speech probability value depending on SNNR, we 
repeatedly achieved speech recognition experiments 10 times with the 20 test recogni-
tion models in noisy and clean environments, for every 5 reagents. The average 
speech recognition rates for 20 test recognition models are given in Table 4. 

 

GW  SWP_W GS ×+×=
 (5)

 P_W : a probability value after weight application 
 WS : Defined Weight for Speech recognition mode in Table 4. 
 WG : Defined Weight for KSSL recognition mode in Table 4. 
 S : speech probability (an average speech recognition rate) 
 G :  KSSL probability (the critical value depending on normalized fuzzy value) 

3.5
entValue_CurrFuzzy 

Value_MaxFuzzy 
entValue_CurrFuzzy 

G ==

 

(6) 

 Fuzzy Value_Current : Fuzzy value to recognize current gesture(KSSL) 
 

Table 5. In case Fuzzy Value_Current is 3.2, P_W values using the Eq. (5) and (6) 

Speech KSSL SNNR 
WS S WG G 

P_W 

more than 40 [dB] 0.99 0.982 0.01 0.914 0.981 
35 [dB] ≤ SNNR < 40 [dB] 0.98 0.973 0.02 0.914 0.972 
30 [dB] ≤ SNNR < 35 [dB] 0.96 0.970 0.04 0.914 0.968 
25 [dB] ≤ SNNR < 30 [dB] 0.94 0.968 0.06 0.914 0.965 
20 [dB] ≤ SNNR < 25 [dB] 0.92 0.966 0.08 0.914 0.917 
15 [dB] ≤ SNNR < 20 [dB] Feed-Back 
10 [dB] ≤ SNNR < 15 [dB] 0.06 0.833 0.94 0.914 0.909 
5 [dB] ≤ SNNR < 10 [dB] 0.04 0.745 0.96 0.914 0.907 
0 [dB] ≤ SNNR < 5 [dB] 0.02 0.520 0.98 0.914 0.906 

less than 0 [dB] 0.01 0.381 0.99 0.914 0.909 
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For an improved weight decision rule depending on SNNR and fuzzy value, we 
defined P_W that is a probability value after weight application and the KSSL prob-
ability (G) of the embedded KSSL recognizer in Eq. (5) and (6). This P_W value 
depending on SNNR and fuzzy value gives standard by which to apply weights, and 
because KSSL probability (G) is changed according to Fuzzy Value_Current, the 
P_W is changed justly. (The maximum fuzzy value for KSSL recognition is 3.5, and 
the minimum critical value is 3.2, in our application). As a result, if P_W value is 
greater than 0.917, the MMFA fissions and returns recognition result of embedded 
VISR, while the MMFA fissions the embedded KSSL recognizer in case P_W value 
is less than 0.909. The P_W values depending on SNNR and fuzzy value are given in 
Table 5. 

6   Experiments and Results 

The experimental set-up is as follows. The distance between the KSSL input module 
and a wireless PDA with a built-in KSSL recognizer approximates radius 10M's el-
lipse form. In KSSL gesture and speech, we move the wireless data gloves and the 
motion tracker to the prescribed position. For every 10 reagents, we repeat this action 
10 times in noisy and clean environments. While the user inputs KSSL using data 
gloves and a motion tracker, and speaks using the blue-tooth headset in a wireless 
PDA. These experiments were achieved on below experimental conditions and 
weights.  

 

 As a noisy environment, the average SNNR using actual waveform data is recorded in laboratory space, 
including the music and the mechanical noise, was about 13.59[dB], and the average SNNR using ac-
tual waveform data that remove noise elements for a clean environment was about 38.37[dB].  

  If the SNNR changes by experimental conditions such as the music and the mechanical noise, because 
weight also is changed, experiment result can be changed. 

Table 6. Recognition results for the130 word-based instruction models 

 

Uni-modal Language Processing Interface The MMFA 
KSSL (%) Speech (%) KSSL + Speech (%) 

Evaluation 
 

Reagents Noise Noise Clean Noise Clean 
Reagent  1 92.8 83.6 98.1 92.8 98.1 
Reagent  2 93.8 83.5 95.4 93.8 95.4 
Reagent  3 94.1 82.4 95.6 94.0 95.6 
Reagent  4 92.9 85.1 96.3 92.9 96.3 
Reagent  5 93.1 85.6 96.7 93.2 96.6 
Reagent  6 91.8 84.6 95.9 91.8 95.9 
Reagent  7 92.7 84.3 95.7 92.6 95.8 
Reagent  8 94.6 82.6 96.8 94.6 96.7 
Reagent  9 93.4 83.4 97.5 93.4 97.6 
Reagent10 93.1 84.9 97.3 93.0 97.4 
Average  93.23 84.00 96.53 93.21 96.54 

 
Experimental results, the uni-modal and the MMFA’s average recognition rates in 

noisy and clean environment for the130 word-based instruction models, are shown in 
Table 6 respectively. 



134 J.-H. Kim and K.-S. Hong 

7   Conclusions 

Human's senses information processing technology and new UI (User Interface) tech-
nology connected with various input/output devices as well as a touch screen and a 
virtual keyboard that is shown on the touch screen are required, for more efficient 
HCI than the old one in the next generation PC. This study combines natural language 
and artificial intelligence techniques to allow HCI with an intuitive mix of speech, 
gesture and sign language based on a wireless PDA. The MMFA’s average recogni-
tion rates for the 130 word-based instruction models were 96.54% in clean environ-
ments (e.g. office space), while 93.21% were shown in noisy environments. In addi-
tion, the MMFA supports two major types of multi-modality for language recognition 
based on embedded and ubiquitous computing:  

 
 Simultaneous multi-modality allows users to move seamlessly between speech and KSSL 

(gesture) recognition modes. Simultaneous multi-modality offers real value when different 
steps of a single application are more effective or efficient in one mode than the other. 
The swap between speech and KSSL (gesture) recognition modes in this paper may be ini-
tiated (or selected) by the application or by the user.  

 

 Sequential multi-modality, where the device has both modes active, empowers the user to 
use speech and sign language communication simultaneously, depending on noise. Re-
sults can be delivered in speech, KSSL (gesture) recognition modes, or both-giving posi-
tive confirmation of the transaction 

 
In further work, we will concentrate on increasing the robustness of the multi-

modal recognition algorithms and on different modalities of combination with the 
acoustic part (e.g., the mouth detection-based lip reading using a vision technology or 
E-nose).  
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Abstract. How to protect the copyright of digital media over the Inter-
net is a problem for the creator/owner. A novel support vector regression
(SVR) based digital audio watermarking scheme in the wavelet domain
which using subsampling is proposed in this paper. The audio signal is
subsampled and all the sub-audios are decomposed into the wavelet do-
main respectively. Then the watermark information is embedded into the
low-frequency region of random one sub-audio. With the high correlation
among the sub-audios, accordingly, the distributing rule of different sub-
audios in the wavelet domain is similar to each other, SVR can be used
to learn the characteristics of them. Using the information of unmodified
template positions in the low-frequency region of the wavelet domain, the
SVR can be trained well. Thanks to the good learning ability of SVR,
the watermark can be correctly extracted under several different attacks.
The proposed watermarking method which doesn’t require the use of the
original audio signal for watermark extraction can provide a good copy-
right protection scheme. The experimental results show the algorithm is
robust to signal processing, such as lossy compression (MP3), filtering,
resampling and requantizing, etc.

1 Introduction

In recent years, efforts are made to take advantage of machine learning techniques
for watermark embedding and extraction. In [1], neural networks are introduced
into a nonblind audio watermarking scheme, which is used to estimate the wa-
termark scaling factor intelligently from the host audio signal. Support vector
machine (SVM), as another kinds of new machine learning method based on the
statistical learning theory, could overcome the over-fitting of neural networks.
Moreover, according to Vapnik’s structure risk minimization principle[2], SVM
algorithm is a convex optimization problem, so that the local optimal solution is
sure to be the global optimal solution. Due to these advantages, watermarking
scheme based on SVM is magnetic. Wang et al.[3] introduce SVM for audio wa-
termark detection in DWT domain, which considers the watermark extraction
as a two-class problem. In [4], it presents an audio watermark decoding process
based on SVM, which combines the watermark decoding and detection problems
into a single classification problem.

F. Masulli, S. Mitra, and G. Pasi (Eds.): WILF 2007, LNAI 4578, pp. 136–144, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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In this paper, a novel support vector regression (SVR) based digital audio
watermarking scheme in the wavelet domain which using subsampling is pro-
posed. The SVR is regression version of SVM used to solve the regression or
estimation problem. Because several sub-audios obtained from the original au-
dio signal by subsampling technique have the similarity, the distribution rule
of the DWT coefficients corresponding to different sub-audios also has the high
correlation. Here, SVR is used to model the relationship between random one of
the sub-audios and the other three in the same position in the wavelet domain.
The SVR-based model can improve robustness of the watermarked audio signal,
and help to finish the watermark extraction without the original audio signal.

2 Proposed Watermarking Scheme Based on SVR

SVR is a universal regression algorithm applied to the problems of function
approximate and regression. Here, the problem of determining the relationship
among the different sub-audios which using subsampling technique to divide
the original audio into, regarded as a nonlinear regression problem. Accordingly,
the distributing rule of the sub-audios in the wavelet domain have the same
regression problem, so we can use SVR to model the relationship between one
of the randomly selected sub-audios and the other three in the wavelet domain.
Then, the watermark is embedded or extracted by the trained SVR. In this
paper, the watermark data is a binary logo image, and the embedding/extraction
algorithm is performed in the low-frequency wavelet coefficients obtained from
L-level wavelet decomposition. Because it does not need the original signal while
retrieving the watermark, so it is a blind watermarking technique.

2.1 Subsampling in Audio Signal

With the time-variable characteristic of audio signal is a slow change process,
the characteristic of the signal in short-time is invariable. Here, we could use
a new sampling technique - the subsampling method to divide the audio signal
into four different sub-audios.

Given the audio signal A(n), n = 0, 1, . . . , N−1, in which N denotes the total
sample numbers of audio signal. Then,

⎧⎪⎪⎨
⎪⎪⎩

A1(m) = A(4m),
A2(m) = A(4m+ 1),
A3(m) = A(4m+ 2),
A4(m) = A(4m+ 3).

(1)

for m = 0, 1, . . . , N/4 − 1, are the mth samples in the sub-audios. Ai(m) refers
to the amplitude (temporal domain) of the mth samples in the ith sub-audios,
which is obtained by subsampling.

Since these four sub-audios Ai are highly correlated with each other, it is
expected that, for the different sub-audios, Ai ≈ Aj , where i �= j. This is indeed
the case in practice for many audio signals of interest. ( e.g. shown in Fig.1)
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Fig. 1. Subsampling in The Original Audio

2.2 Watermark Embedding

Let A(n) be the original audio with the length N , Ai in Eq.(1) be the sub-audios,
where i = 1, 2, 3, 4.

Step1. Permute the Original Watermark
The binary logo watermark with size M1 × M2 is permuted into one-
dimensional sequence. Then, we scramble and encrypt it in order to ensure
security. Define the watermark set as follows:

W = {w(t)|w(t) ∈ {0, 1}, t = 1, 2, . . . ,M} (2)

where M = M1×M2 is the length of one-dimensional sequence of watermark.

Step2. DWT Transforming
Each sub-audio Ai is decomposed into L-levels DWT transforming respectively.
Let {D1, D2, D3, D4} be the DWT low-frequency coefficients set of the different
sub-audios, and Di can be expressed as:

Di = {cit|cit = Ci(t)AL , t = 1, 2, . . . , T} (3)

where i = 1, 2, 3, 4, Ci(t)AL is the value of the tth low-frequency coefficients in
the ith sub-audios, and T is the total numbers of low-frequency coefficients in
each sub-audio.

Step3. Selecting the Template and Embedding Position
Suppose Di = {cit = Ci(t)AL |t = 1, 2, . . . , P +M}, i = 1, 2, 3, 4, be the randomly
selected low-frequency coefficients in each Di, which according to the randomly
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selected position sequence, generated by the secret key K. The Di is composed
of two part, one part Di1 = {cit = Ci(t)AL |t = 1, 2, . . . , P} is the low-frequency
coefficients set in Di which corresponding to template position sequence. And
Di1 is used as the set of training patterns, and not modified in the embedding
procedure. The remaining part Di2 = {cit = Ci(t)AL |t = P + 1, P + 2, . . . , P +
M} ⊂ Di is corresponding to embedding positions which is used for embedding
the watermark. The reason for using the information of unmodified template
positions in the low-frequency region of the wavelet domain is to maintain the
same trained SVR in the embedding and extraction procedure.

Step4. Training the SVR
With the similarity of the distributing rule of the low-frequency region in each
sub-audio Ai, whose relationship could be modelled between random one of the
sub-audios and the other three in the same position with SVR.

For each template position, we select one set Dj1|j∈{1,2,3,4} randomly from
{D11, D21, D31, D41} by another secret key k1 as the output vector set of SVR
(Tout), the remaining three sets are regarded as inputs vectors of SVR (Tin).
Define the training patterns dataset as follows:

⎧⎪⎪⎨
⎪⎪⎩

{(din
t , d

out
t ) | t = 1, 2, . . . , P},

din
t = (d1t , d

2
t , d

3
t ) ∈ Tin, d

out
t ∈ Tout,

Tin = [{D11, D21, D31, D41} − {Dj1}],
Tout = Dj1.

(4)

Applying the dataset given, the SVR can be trained:

f(x) =
P∑

t=1

(αt − α̂t)K(din
t , x) + b (5)

where αt , α̂t are trained coefficients, b is the bias, and K(·, ·) is the kernel
function.

Then, we could use the trained SVR for the embedding procedure.

Step5. Watermark Embedding
For each embedding position, we can obtain input vector set of SVR (Tin) from
{D12, D22, D32, D42} by the same secret k1, which is the same combination as
using in the SVR training process.

Then, using the trained SVR in Eq.(5), we can calculate the desired output
{yt}|t=P+1,P+2,...,P+M corresponding to the original value of Dj2 = {cjt |c

j
t =

Cj(t)AL , t = P + 1, P + 2, . . . , P +M} at each embedding position, i.e.:

{
yt = f(dt), t = P + 1, P + 2, . . . , P +M
dt ∈ Tin = [{D12, D22, D32, D42} − {Dj2}]

(6)
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According to the desired values, the watermark bits are embedded in the
following manner:

C′j(t)AL = yt + α× (2wt − 1), t = P + 1, P + 2, . . . , P +M (7)

where α is the embedding strength, whose role is keeping a good tradeoff between
the robustness and the watermarked audio quality.

Step6. Last, each sub-audio is reconstructed by applying the inverse DWT
transform respectively, and then four different sub-audios (temporal domain)
are combined into the final watermarked audio signal.

2.3 Watermark Extraction

For the decoder, watermark can be extracted from the tested audio signal in the
similar way, without the original audio.

For the watermarked audio signal, the randomly selected low-frequency co-
efficients set D′i = {c′it = C′i(t)AL |t = 1, 2, . . . , P + M} ⊂ D′i, i = 1, 2, 3, 4, is
obtained according to the randomly selected position sequence, which is com-
posed of D′i1 and D′i2, generated again by the same secret K as used in the
embedding procedure. Then, another same secret k1 is used to obtain the out-
put vector set T ′out and inputs vector set T ′in from {D′1, D′2, D′3, D′4} as in the
embedding process. The watermark extraction process is described as follows:

Step1. DWT Transforming
Input audio is divided by the subsampling technique and then four sub-audios
are decomposed into the DWT domain respectively in the same manner as in
the embedding process.

The low-frequency coefficients set of the different sub-audios A′i is given as:

D′i = {c′it |c′it = C′i(t)AL , t = 1, 2, . . . , T} (8)

Step2. Training the SVR
For each template position, we can define the training dataset from the unmod-
ified part as follows:

⎧⎪⎪⎨
⎪⎪⎩

{(d′int , d′out
t ) | t = 1, 2, . . . , P},

d′int = (d′1t , d
′2
t , d

′3
t ) ∈ T ′in, d′out

t ∈ T ′out,
T ′in = [{D′11, D′21, D′31, D′41} − {D′j1}],
T ′

out
= D′j1,

(9)

where D′i1 ⊂ D′i, i = 1, 2, 3, 4.
Applying the training dataset given, the SVR can be trained:

f(x) =
P∑

t=1

(αt − α̂t)K(d′int , x) + b (10)
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Step3. Watermark Extraction
For each embedding position,using the trained SVR in Eq.(10), we can calculate
the desired output {y′t}|t=P+1,...,P+M at each embedding position, i.e.:

{
y′t = f(d′t), t = P + 1, P + 2, . . . , P +M
d′t ∈ T ′in = [{D′12, D′22, D′32, D′42} −D′j2}]

(11)

In Eq.(11), D′i2 ⊂ D′i, i = 1, 2, 3, 4, and {y′t}|t=P+1,...,P+M is the predictive
value of the original low-frequency coefficients, which can be compared with the
actual value D′j2 = {c′jt |c

′j
t = C′j(t)AL , t = P + 1, P + 2, . . . , P + M} at each

embedding position for extracting the watermark in the follow manner:

w′t =
{

1, C′j(t)AL > y′t;
0, otherwise. t = P + 1, . . . , P +M (12)

Step4. Lastly, we decrypt the extracted watermark sequence {w′t}|t=P+1,...,P+M ,
and do the reverse scrambling. Then, the one-dimensional watermark sequence
is converted into the two-dimensional logo watermark image.

3 Experimental Results

In our experiments, the simulated experiment and the result analysis of the
robustness using our method is taken in Windows 2000 and MATLAB 7.0
environment.

The original audio what we tested is the ”svega.wav” file[5], a female singing,
with 44.1KHz sampling rate and 16 bits/sample (length=20.67s, mono), shown
in Fig.2(a). The signal svega is significant because it contains noticeable periods
of silence, the watermark should not be audible during these silent periods.
The Haar 3-Levels wavelet is used for DWT decomposition of each sub-audio
respectively.

The watermark is a binary image of size 32× 32, showing in Fig.2(b).
Some necessary parameters used in our watermarking scheme include water-

mark strength α = 0.0095, and the kernel function ”RBF kernels” for SV R,
which shows better performance in the testing than other kernel functions, such
as ”Polynomial” and ”Linear”.

original watermark

(b)

Fig. 2. Digital watermark embedding process (a) Original audio signal. (b) Original
watermark.
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extracted watermark

(b)

Fig. 3. Digital watermark extracting process (a) Watermarked audio signal. (b) Ex-
tracted watermark.

Table 1. The Table of Experiment Results for Resist Attacks

Signal Processing and Attacking PSNR(dB) BER NC CORR

No processing 64.4132 0 1 1
Echo 30.0122 4.0000E-004 1 0.9994

Blow-up(50%) 22.9691 0 1 1
Reduce(50%) 26.8411 0 1 1

Blow-up/Reduce(50%) 62.4132 0 1 1
Resampling(32KHz) 38.2972 0.0508 0.8821 0.9227
Requantizing(8bit) 40.9445 4.0000E-004 1 0.9994

Sampling 32KHz,8bit 36.4205 0.0576 0.8573 0.9116
MP3compression(128kb) 55.0756 0.0168 0.9623 0.9750

Lowpass(10KHz) 30.6719 0.0188 0.9587 0.9720
Gauss White Noise 41.6463 0.0148 0.9611 0.9780

Fig. 4. Experiment results for resist attacking. (a) Echo; (b) Blow-up/Reduce; (c)
Resampling; (d) MP3 compress; (e) Lowpass; (f) Gaussian white noise.

Fig.3(a) depicts the watermarked audio signal with PSNR = 62.4132dB,
which could not be distinguished from the original signal by the testing lis-
teners. Fig.3(b) shows the watermark signature that is extracted exactly from
the watermarked audio signal by using our method in the attack-free case,
which at NC= 1, BER= 0, CORR=1 compared with the original watermark
image.

The audio watermarking scheme are evaluated from robustness against
unintentional or intentional common attacks as MP3 compression, filtering,
resampling, additive noise, echo, etc.
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Experiment results under different attacks are tabulated in Table1 , while
Fig.4(a)−(f) illustrate the extracted watermark under various attacks. Fig.4(a)-
(b) is the extracted watermark image after adding the echo and blowing-up/
reducing by using the tape recorder program that Window 2000 brings; Fig.4(c)
is the extracted watermark image under the operation of resampling (changed
from 44.1 KHz, 16 bit to 32KHz, 8 bit); Fig.4(d) shows the extracted watermark
image after the MP3-compress processing at 128kBits compression ratio; Fig.4(e)
is the extracted watermark image after low pass filtering (the cut off frequency
is 10 KHz); Fig.4(f) is the extracted watermark image for watermarked audio
signal with additive Gaussian white noise.

As can be seen, our proposed method ensures a good response of the detector
under the different test attacks, which also illustrates good robustness.

4 Conclusions

In this paper, we have proposed a novel blind audio watermarking scheme based
on SVR in the wavelet domain, referred to the subsampling method. Since the
high correlation among the sub-audios which using the subsampling method to
divide the original audio into, the distribution rule of the DWT coefficients cor-
responding to different sub-audios also have the similarity,and this relationship
can be learnt by the training of SVR. To achieve the goal of blind watermark ex-
traction, with the aids of the information comes from the unmodified template
positions, we insert the watermark into random one of the sub-audios in the
DWT low-frequency region while the other three sub-audios are unmodified in
the whole watermarking scheme. Due to the good generalization ability of SVR,
the watermark can be exactly recovered unless the watermarked audio signal is
attacked severely. The experimental results under several attacks show that our
proposed method can be immune against many different types of attacks.
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Abstract. DC* (Double Clustering by A*) is an algorithm for inter-
pretable fuzzy information granulation of data. It is mainly based on
two clustering steps. The first step applies the LVQ1 algorithm to find
a suitable representation of data relationships. The second clustering
step is based on the A* search strategy and is aimed at finding an opti-
mal number of fuzzy granules that can be labeled with linguistic terms.
As a result, DC* is able to linguistically describe hidden relationships
among available data. In this paper we propose an extension of the DC*
algorithm, called DC*1.1 , which improves the generalization ability of
the original DC* by modifying the A* search procedure. This variation,
inspired by Support Vector Machines, results empirically effective as re-
ported in experimental results.

Keywords: DC*, Interpretability, Fuzzy Information Granulation.

1 Introduction

Fuzzy information granulation is the process of summarizing data into infor-
mation granules, i.e. fuzzy aggregates of data kept together by some similarity
relationship. Fuzzy information granules are knowledge pieces used for describing
hidden relationships among data, as well as for making inference on newly ob-
served data. Therefore, fuzzy information granules can be employed in decision
support systems to help users in formulating decisions, planning, etc. [1]

However in many applicative contexts, such as medical diagnosis, decision
support systems should be not only accurate but also reliable, in the sense that
users (e.g. physicians) should be convinced about the validity of the inferred
decisions [5,7]. In other words, information granules should be interpretable. The
interpretability condition is verified when users can understand the semantics of
the knowledge base driving the decision support system [13] and can be achieved
when a set of interpretability constraints is imposed on the granulation process
[12,9].

The DC* (Double Clustering by A*) algorithm [2] performs an information
granulation process so that interpretability of resulting granules is verified. DC*
� Corresponding author.
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is based on a double clustering process and is specifically suited for classifica-
tion problems. It returns highly interpretable information granules that can be
employed in a fuzzy rule-based classifier with satisfactory accuracy.

In the next Section we describe a variation of the DC*, called DC*1.1 , which
is inspired by separation hyperplanes of Support Vector Machines [4] to improve
classification accuracy. As reported in Section 3, DC*1.1 outperforms on the
average DC* in classification accuracy, still maintaining high interpretability of
derived information granules. The paper ends with some conclusive remarks in
Section 4.

2 The DC*1.1 Algorithm

DC* is an implementation of the Double Clustering framework (also known as
DCf [3]), which is mainly centered on a double clustering process. A first cluster-
ing identifies prototypes in the multidimensional data space so as to summarize
similar data. Then the projections of these prototypes are further clustered along
each dimension to provide a granulated view of data. Finally, the extracted gran-
ules are described in terms of fuzzy sets that meet a number of interpretability
constraints so as to provide a qualitative description of the information granules
(see fig. 1).

DC* is specifically suited for granulating data tagged by class labels. The
objective of DC* is twofold: performing interpretable information granulation
and minimizing the number of granules that describe the input space. The main
rationale of the second objective is that a small number of information granules
provide for a compact – hence understandable – description of data relationships.

These objectives are achieved by exploiting class information provided with
input examples in the first step of clustering, implemented by the LVQ1 algo-
rithm [6], and performing the second clustering step with an informed search
procedure based on the A* strategy [10].

Starting from a collection of input data supplied with class labels, LVQ1
returns a user-defined number c of multidimensional prototypes with class labels
reflecting classes of nearby data. Since LVQ1 is a well-known technique, we
only describe the second step of DC*. In this stage multidimensional prototypes
obtained from the first clustering step are projected on each dimension and then
clustered so as to obtain a number of one-dimensional clusters on each dimension.

The A* clustering operates an informed search in a state space so as to minimize
the number of information granules describing data. The search is applied on a a
priority queue, i.e. a sequence of states sorted by a priority value. The priority
value of a state is given by the sum of the cost function and the heuristic function.

At each iteration, a state S is removed from the head of the queue. A test
function is applied to S in order to verify if it is a final state or not. If the state
is final then the procedure stops and the state S is returned as the minimal-cost
solution for the considered problem. If the state is not final, the successors of S
are generated. Each successive state is put in the queue according to its priority
value and the entire process is reiterated.
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Fig. 1. The three steps of DCf . The available data (gray ellipses), are clustered to
provide multidimensional prototypes (a). Such prototypes are then projected onto each
dimension and clustered (b). Fuzzy sets are derived for each dimension (c), which are
properly combined to generate information granules (d).

The search space S is defined as the set of all possible granulated views of
the input domain. Hence, any state in S is defined by a possible combination of
valid cuts on the n dimensions. A valid cut on dimension i = 1, 2, . . . , n is an
element that separates two adjacent prototypes’ projections of different class,
lying between them (see fig. 2). A state S′ is a successor of S if and only if S′

has one valid cut more than S.
Each region of the input domain that is delimited by valid cuts is a hyper-

box. We call it pure if it contains only prototypes belonging to the same class. A
state is final if all hyper-boxes induced by its valid cuts are pure. It is noteworthy
observing that final states may not have valid cuts on some dimensions. If this
happens the corresponding attributes are represented with a single degenerate
granule corresponding to the entire domain. Such attributes are not useful in
describing data and can be removed. As a result, an automatic feature selection
is performed, which improves the interpretability of the information granules.

The cost function is defined by the number of valid cuts in a state. By mini-
mizing the cost function, the number of valid cuts – and hence of hyper-boxes –
is reduced and hence the number of resulting information granules is minimal.
However, the A* search procedure is mainly driven by the heuristic function.
Given a state S the heuristic function estimates (by defect) the cost function
of the nearest final state that can be reached by A* through the generation of
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Fig. 2. The valid cuts. A cut is valid when it lays between two prototypes belonging
to different classes.

an appropriate search path from S. The heuristic function of DC* counts the
number of valid cuts to be added to a given state that are necessary (albeit not
sufficient) in order to generate a final state.

At any iteration of the A* search procedure in DC*, several states with the
same highest priority value may be present in the priority queue. In this situation
(quite common as empirically observed) A* selects one of such states randomly
to verify if it is final and eventually to generate its successors. The selection is
random because there is no further information to distinguish between states
with same priority value. Nevertheless, different choices may lead to different
final states with different classification accuracies.

To overcome this problem we introduce DC*1.1 , which differs from DC* in
the selection criterion when several states have the same highest priority value.
The objective of DC*1.1 selection criterion is to choose states in order to improve
the classification accuracy of the derived information granules. More specifically,
when a state successor S is generated by adding a new valid cut t, the distance
D(S) of t from the nearest one-dimensional prototype is computed. States with
same priority value are sorted in descending order according to their correspond-
ing values D(S). In a sorted set of states with same priority, the first state has all
its valid cuts well separated from all one-dimensional projections. The criterion
implemented in DC*1.1 has been inspired by separation hyper-planes of linear
SVMs, which are defined so as to maximize their distance from available data
to provide highly accurate classifications.

At the end of a DC*1.1 run, a collection of fuzzy information granules with
class label (G1, c1), (G2, c2), ..., (Gn, cn) is available. Such granules can be used
for designing a rule-based classifier. Each granule corresponds to one rule with
the following schema:

IF x is Gi THEN class = ci

When an input value is presented to the classifier, classification is performed
according to 0th-order Takagi-Sugeno inference:

classk(x) =
∑

i

Gi(x)δ(ci, k)/
∑

i

Gi(x)

being δ the Kronecker symbol.
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(a) (b)

Fig. 3. Fuzzy rule bases discovered by DC*1.1 and corresponding fuzzy sets. Results
for WBC (a) and for PID (b), both obtained using 20 prototypes.

3 Experimental Results

A comparative study between DC* and DC*1.1 has been performed in order
to evaluate differences in classification accuracy. More specifically, two medical
datasets have been considered, the Wisconsin Breast Cancer dataset (WBC)
and the Pima Indians Diabetes dataset (PID), both publicly available. Ten-
fold stratified cross-validation has been adopted, in order to achieve statistically
significant results. Furthermore, examples with missing attributes have been
removed. We performed several simulation sessions, corresponding to different
number of multidimensional prototypes (denoted by c) discovered in the first
clustering step.

In each session, we apply both DC* and DC*1.1 to extract fuzzy granules and
derive corresponding fuzzy classification rules. To appreciate the interpretability
of the rules discovered by DC*1.1 , in fig. 3 we report the fuzzy sets generated
in a simulation run with 20 multidimensional prototypes, and the corresponding
rule base.

As we are more concerned in comparing classification ability of DC* and
DC*1.1 , we report average classification errors both on the training and test set
for WBC and PID dataset in table 1.

We firstly observe that the classification errors achieved by DC* and DC*1.1
are slightly higher than average classification errors attained with numerical
intensive techniques (about 4% for WBC and about 24% for PID, see [11]). This
is due to the bias introduced by interpretability constraints that restrict the
choice of fuzzy sets describing data. Interpretability and accuracy are indeed
conflicting features and an appropriate trade-off of them is an important design
issue beyond the scope of the paper.
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Table 1. Average results obtained on WBC and PID Datasets

WBC DC* DC*1.1

c Train. set Test set no. rules Train. set Test set no. rules

10 15.6% 16.5% 2 8.9% 13.5% 2
20 7.7% 8.1% 2 7.9% 7.7% 2
30 9.2% 10.2% 2 7.3% 7.5% 2
40 9.4% 10.6% 3.8 8.5% 10.9% 4.8

PID DC* DC*1.1

c Train. set Test set no. rules Train. set Test set no. rules

6 32.7% 31.2% 2 27% 26.8% 2.1
10 30.5% 29.8% 2.3 26% 26.9% 2.4
20 29.5% 29.2% 5.2 26.1% 27.1% 3.7

The reported table show a significant reduction of the classification error,
both on the training set and the test set. Also, the number of rules generated
by DC*1.1 is quite stable and similar to DC*. Some variability, observed when
the value of c is very high, is due to the dependency of LVQ1 (employed in the
first step of DC*1.1 ) from initial conditions.

4 Final Remarks

DC* is a promising technique for deriving interpretable information granules
from data. Classification ability of DC* is acceptable, considering that inter-
pretability and accuracy are often conflicting features. However there is space
for accuracy improvements. DC*1.1 goes in this direction by modifying the selec-
tion procedure in the priority queue in order to drive the granulation procedure
toward a better solution in terms of accuracy. Even further improvements are
possible, which however are more focused on making the first clustering step
more robust w.r.t initial conditions. Also, multi-level granulation is a promising
approach for balancing accuracy and interpretability. A preliminary study is re-
ported in [8]. Research on the application of the multi-level approach to DC* is
in progress.
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Abstract. This paper introduces a parallel combination of N > 2 one
class fuzzy KNN (FKNN) classifiers. The classifier combination con-
sists of a new optimization procedure based on a genetic algorithm ap-
plied to FKNN ’s, that differ in the kind of similarity used. We tested the
integration techniques in the case of N = 5 similarities that have been
recently introduced to face with categorical data sets. The assessment of
the method has been carried out on two public data set, the Masquerad-
ing User Data (www.schonlau.net) and the badges database on the UCI
Machine Learning Repository (http://www.ics.uci.edu/∼mlearn/). Pre-
liminary results show the better performance obtained by the fuzzy in-
tegration respect to the crisp one.1

Keywords: Fuzzy classification, genetic algorithms, similarity.

1 Introduction

An algorithm to integrate several one class FKNN ’s is proposed in this paper.
One-class classifiers have been introduced in order to discriminate a target class
from the rest of the feature space [1]. This approach is mandatory when only
examples of the target class are available and it can reach an high performance
if the cardinality of the target class is much greater than the other one; so
that too few training examples of the smallest class are available in order to
compute valid statistics. Recently, Wang and Stolfo [2] have shown that a one
class training algorithm can perform equally well as two class training approaches
in the specific problem of masquerader detection.

Here, we introduce a parallel Integrated Fuzzy Classification (IFC) algorithm
that is grounded on the weighted combination of classifier Cli with 1 < i ≤
N . The accuracy and the precision of each classifier can be represented by a
weight, π, defined in the interval [0, 1]. In the last decade, several methods for
the integration of multiple classifier have been developed [3,4]. Recently, the
fusion of classifiers has been performed by weighting the training samples, where
a training sample with a high weight has a larger probability of being used
1 “This work makes use of results produced by the PI2S2 Project managed by the Con-

sorzio COMETA, a project co-funded by the Italian Ministry of University and Re-
search (MIUR) within the Piano Operativo Nazionale ”Ricerca Scientifica, Sviluppo
Tecnologico, Alta Formazione” (PON 2000-2006). More information is available at
http://www.ii2s2.it and http://www.consorzio-cometa.it”
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in the training of the next classifier. Adaptive Boosting [5,6] is an example of
such integration algorithms. Other approaches assign different feature subsets to
each single classifier [7], integrate individual decision boundaries (e.g. mixture
of experts [8], do ensemble averaging [9]).

The paper is organized as follow: Section 2 describes the FKNN classifiers;
the five definitions of similarity are introduced in Section 3; the fuzzy combi-
nation algorithm is described in Section 4; method validation is performed in
Section 5 by using two different experimental data sets; final remarks and dis-
cussion are given in Section 6.

2 One Class Training FKNN

A KNN classifier [10] for an M classes problem is based on a training set T (m)

for each class m, 1 ≤ m ≤ M . The assignment rule for an unclassified element
x ∈ X is:

j = argmax
1≤m≤M

| T (m)K (x) |

where, T (m)K (x) are the training elements of class m in the K nearest neigh-
bors of x. A FKNN assigns to each x ∈ X a membership function γ : X ×
{1, 2, ...,M} → [0, 1]. One possible straight definition is the proportional one:

γ(x,m) =
| T (m)K (x) |

K

This definition does not consider the proximity between x and training elements.
Let 0 ≤ δ ≤ 1 be a normalized distance between elements in X, then the following
membership function can be defined:

γ(x,m) = 1− 1
K

∑
y∈T

(m)
K (x)

δ(x, y)

Definitions of normalized distances, suitable for non numerical data, will be given
in Section 3.

In the case of binary classifiers (M = 2), one-class training means that in the
decision rule we use the training examples of only one class. In the following
TU denotes the training set of the target class U and, for each x ∈ X − TU ,
Tφ(x) ≡ {y ∈ TU | δ(y, x) ≤ φ}, where 0 ≤ φ ≤ 1. Here, we propose a new
one class training FKNN based on the membership function of an unknown
element, x, computed as it follows:

γ(x, 1) =

⎧⎪⎨
⎪⎩

1− 1
H

∑
y∈Tφ(x)

δ(x, y) if H = |Tφ(x)| > K

1− 1
K

∑
y∈TK(x)

δ(x, y) otherwise

where TK(x) are the training elements of U in the K nearest neighbors of x.
This rule tells that the membership of x increases with the number of elements
in TU distant from x at most φ. For the second class we set γ(x, 2) = 1−γ(x, 1).
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The choice of the best K, and φ are usually obtained minimizing the misclas-
sification rate in validation data. Both of them can be determined from the Re-
ceiver Operating Characteristic ROC curve [11] obtained in the pre-classification
phase. Here, the pre-classification phase includes the one class training phase and
the computation of the ROC curves from a test set, Ts, that is separated from
the training set, TU , but smaller than the whole data set (|Ts| % |X|).Note that,
in order to calculate the ROC curve Ts must contain also example of the no
target class.

A ROC curve is a two dimensional visualization of the false no target(FA)
rate versus the true no target (Hits) rate for various values of the classification
threshold, φ, and a given K imposed on the one-class FKNN . The definition of
FA and Hits can be generally stated as follow:

FA =
Falsepositive

FalsePositives+ TrueNegatives

Hits =
TruePositives

T ruePositives+ FalseNegatives

Here, we consider as positive (negative) no target elements (target elements).
A specific operating condition coincides with a point, corresponding to a given

φ, on the ROC. The goal is to find values of φ and K that improve the accu-
racy of the classification. The optimization consists in finding a function F that
measures the distance between the worst ROC-curve and the current one. The
determination of (φ∗,K∗) can be now stated as an optimization problem:

Find (φ∗,K∗) = arg max{F(FA, Hits; φ,K)} ; Subj

⎧⎨
⎩

FA + Hits ≤ 2
1 ≤ K ≤ N
0 ≤ φ ≤ 1

In general, φ and K are not independent and this makes very heavy the
computation of finding (φ∗,K∗). Here, K is in the interval [1, 30] and for each K
we find the optimal φ∗ on the corresponding ROC. The optimization procedure
finds threshold value that maximize the distance of the experimental ROC curve
from the worst one (the one with slope 45◦). It can be easily seen that this value
will satisfy the condition also unique:

(φ∗,K∗) = argmin{FA(φ,K) + 1−Hits(φ,K)}

3 Similarity Measures

In this Section fiveSM ’s are considered; they are suitable to handle non-numerical
features spaces often present in several problems. In the following we consider fi-
nite sequence of symbols x ∈ X , in the alphabet, A, representing a non numerical
feature space, x ≡ (x1, x2, . . . , xd), with xh ∈ A, for h = 1, ..., d.
SM ’s of two instances xi,xj ∈ X , can be built using the operators ∪, ∩,⊗
, and S (support) introduced in [12,13] and reported briefly below. In or-

der to simplify the notation, xi∪j , xi∩j , xi
�

j , and Si,j will denote the union,
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the intersection1, the intersection2, and the support of xi and xj respectively.
Moreover we introduce the support as a normalization factor equal to the juxta-
position of xi and xj . The occurrence of a symbol y in a sequence x is denoted by
#x(y), and the corresponding fragment is denoted by %x(y) (e.g. x = aabac,
y = a, #x(y) = 3, %x(y) = aaa). Given two instances, xi ≡ (x(i)1 , x

(i)
2 , . . . , x

(i)
l )

and xj ≡ (x(j)1 , x
(j)
2 , . . . , x

(j)
m ), the following definitions hold:

Intersection1 xi∩j =
⋃

∀x∈xi∧x∈xj

min(%xi(x),%xj(x))

Intersection2 xi
�

j =
⋃

∀xh∈xi∧xh∈xj

xh for h = 1, . . . ,min(l,m)

Union xi∪j =
⋃

∀x∈xi∨x∈xj

max(%xi(x),%xj(x))

Support Si,j = x
(i)
1 x

(i)
2 . . . x

(i)
l x

(j)
1 x

(j)
2 . . . x

(j)
m

The operators ∩, ∪, and S are insensitive to the position of symbols in the
string. The operator

⊗
could be introduced to consider also the position of

elements in a string in the definition of σ’s. Using these definitions, the following
SM ’s are introduced:

σ1(xi,xj) = |xi
�

j |
|xi∪j | [14].

σ2(xi,xj) = C ·
[
1− |xi∪j |

|Si,j |
]
· e−

|xi∩j |
|Si,j | C is a normalization constant.

σ3(xi,xj) = D · |xi∪j |·|xi∩j|
|Si,j |2 D is a normalization constant.

σ4(xi,xj) = 1+ηij

2 and ηij = |Si,j |·|xi∩j|−|xi|·|xj|√
|xi|·|xj|·(|Si,j|−|xi|)·(|Si,j|−|xj|)

σ5(xi,xj) = match(xi,xj)
max(|xi|,|xj|) [15].

where, match(x,y) is a function that returns the maximum number of symbols
having the same value and position in the strings x and y.

All σ’s are normalized in [0,1]. It can be demonstrated that for the set-
operators, previously described, holds σ(xi,xj) ≥ 0 (positivity) and σ(xi,xj) =
σ(xj ,xi) (symmetry). Moreover, the normalization condition 0 ≤ σ ≤ 1 (σ
(xi,xj) = 1 ↔ xi ≡ xj) can be added. Usually, nothing can be said about the
triangular inequality. Note that, a distance function, δ, can be induced by a σ
by putting δ = 1− σ.

4 The Genetic-IFC

The above described similarities, using a nearest neighbor decision rule, provide
different classification results in terms of global confusion matrix. In the following
we describe an extension of a classifiers integration method recently introduced
and tested on different kind of data [16]. Let us consider to have N membership
functions γi, i = 1, · · · , N and M classes. The combined classifier Γ (Π,X,m) is
defined as:

Γ (Π,X,m) =
N∑

i=1

π(i)m × γi(X,m)
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In this work, each γi is obtained by each similarities σi described in Section
3. Thus, Γ (Π,X,m) is a linear combination of γi by means of the vector of
weighting coefficientsΠ = {π(i)m }. Then the genetic optimization (GO) procedure
is applied as follows:

Find Π = {π(i)m } such that max(
∑M

m=1AΠ(m,m))
∑N

i=1 π
(i)
m = 1

where AΠ is the global confusion matrix obtained using Γ (Π,X, k) as member-
ship function; the decision rule to assign an element X to the class j is:

Assign X to class j = 1, · · · ,M ⇔ j = arg(maxm=1,···MΓ (Π,X,m)) (1)

In the following, chromosomes are vectors of floating point values of length
M × N (number of classes × number of classifiers) that are exactly the values
of Π ’s. A key point is the choice of the fitness function that is used to solve
the global optimization problem. In our case it corresponds to the sum of the
diagonal elements of AΠ :

f(Π) =
M∑

m=1

AΠ(m,m)

and the matrix AΠ is build using the decision rule in Eq. 1. The evolution
of the population is determined by the classical single point crossover and a
mutation operator that differs from classical ones because it is non uniform with
the iterations; it has been used to reduce the disadvantage of random mutation
in the floating point representation of chromosomes [17].

Consider the chromosome Π(g) = {π(1)1 (g), π(2)1 (g), ..., π(N)M (g)} at the gen-
eration g, and suppose that π(h)r (g) has been selected for mutation, the new
chromosome Π ′(g) is then evaluated as follows:

π(h)
′

r (g) =

{
π
(h)
r (g) +Δ(g, 1− π(h)r (g)) if a random digit is 0
π
(h)
r (g)−Δ(g, π(h)r (g)) if a random digit is 1

where Δ(t, y) = y ∗ (1 − rand(1−
g
G )), G is the maximum number of iteration,

and rand is a random number in the interval [0, 1].
In the case of the floating point representation the cross-over operator does not

change the global content of each chromosome, while the mutation is the main
responsible for changing the population space. Here, we use an adaptive mutation
rule that generate a wider kind of chromosomes initially and very selected ones
in the later stages. After the application of crossover and mutation, we select
the chromosomes using the binary tournament method. The genetic operator and
the selection process are applied until maximum fixed number G of iteration is
reached.
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5 Method Validation

We have tested the similarity measures and the integration algorithm on two data-
set, the Masquerading User Data (www.schonlau.net) and the badges database on
the UCI Machine Learning Repository (http://www.ics.uci.edu/∼mlearn/).

The first data-set consists of UNIX commands collected from 50 users. Each
user is represented by 150 blocks each of 100 UNIX commands defined in an
alphabet of 856 commands. The first 50 are legal user commands, the remaining
100 blocks may contain masquerader commands (commands from an intruder).
A more detailed description about the data can be found in [19]. This data-set
has been collected in order to face with the masquerader problem. Intuitively a
masqueraded user is an interloper that, assumes control of the keyboard, and
enters commands, using privileges and access to programs and data of the legit-
imate user, temporarily absent from his/her working place. The interloper may
also access to legitimate user accounts, through a stolen password or a hackers
break in. The main issue is to discover the masqueraded users of an operating
system, (in our case UNIX), on the basis of their typical sequence of commands.
The assumption is that their behavior is characterized by their frequency, the
context, and the redundancy. In order to apply our SMs and integration method
we have established a biunique correspondence between each one of the 856 com-
mands and 856 literals. The masquerader problem has been deeply faced in the
recent literature by means of different techniques [20,21], also based on one class
classifiers [2].

The second data-set has been created during the 1994 Machine Learning Con-
ference and 1994 Computational Learning Theory Conference. Every partici-
pants (the total number is 294) received a badge labelled with a ”+” or ”-”, the
labelling was due to some function known only to the badge generator, and it
depended only on the attendee’s name. The goal is to discover the unknown func-
tion used to generate the +/- labelling. Also for this data-set we have codified
each letter of the name by its corresponding ASCII value.

In table 1 the performances of the FKNN on the masquerading user data
are presented. In the first 4 rows the results of the FKNN on each single SMs
are shown while in the last row the result of the Genetic-IFC combination is re-
ported. In this experiment, 50 blocks of 100 commands for each users have been
considered as the training set TU . The test set Ts is composed by 100 blocks
of commands for each users. The considered single FKNN have been obtained
by estimating before the optimal parameters (φi,Ki) for each user separately,
as described in Section 2. Therefore the results in table 1 regard the recognition
of the total number of users (masqueraders) in the whole data-set. The genetic-
IFC optimize the combination of the FKNN for each user separately using a
population size of N = 300 chromosomes, a crossover probability rate pc = 0.9
and a mutation probability rate pm = 0.06. The total number of generation
has been fixed to 2000. The results for this data-set show that the Genetic-IFC
combination has improved the FA recognition, while the masquerader recogni-
tion rate is comparable to the one of the best FKNN (FKNN −σ1). Note that
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Table 1. Performances on the masquerading user data

Method Hits % FA %

FKNN − σ1 77 1
FKNN − σ2 18 0.2
FKNN − σ3 78 1
FKNN − σ4 74 1
FKNN − σ5 47 0.5
FKNN − Genetic − IFC 75 0.6

Table 2. Performances on the masquerading user data of methods recently reported
in literature

Method Hits % FA %

N.Bayes(Upd.) 62 1
N.Bayes(noUpd.) 66 5
Uniqueness 39 1
Hybrid Markov 49 3
Bayes 1 − Step Markov 69 7
IPAM 41 3
Sequence Matching 37 4
Compression 34 5

Table 3. Performances on the badges database

Method Hits % FA %

FKNN − σ1 44 24
FKNN − σ2 82 22
FKNN − σ3 20 15
FKNN − σ4 28 18
FKNN − σ5 80 52
FKNN − Genetic − IFC 72 14

results shown in Table 1 are competitive with those given in the literature [19]
as shown in Table 2.

In table 3 the performances of the FKNN on the badges database data
are reported. In this experiment, 100 elements have been considered for the
training set TU . The remaining 194 elements are used as test set Ts. We have
considered the FKNN obtained by estimating before the optimal parameters,
(φ,K) and the Genetic-IFC to optimize the combination of these FKNN using
a population size of N = 100 chromosomes, a crossover probability rate pc = 0.9
and a mutation probability rate pm = 0.06. The total number of generation
has been fixed to 1000. In this case, the Genetic-IFC combination has a Hits
recognition rates comparable with those of FKNN − σ2 and FKNN − σ5 but
the FA has been clearly improved.
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The Genetic-IFC has been implemented in Matlab, the average CPU time per
generation for both the two experiments has been 1, 6 seconds on an Intel Dual
Xeon 2, 80 Ghz Platform running windows XP professional.

6 Conclusions

The paper discusses the role of distances in classifications and strategies to com-
bine them in one-class classifiers. We shown experimentally that the fuzzy inte-
gration of one class classifiers may improve the overall recognition rate whenever
optimal working parameters are found. At this purpose a genetic algorithm has
been developed and tested on two non numerical data-sets. The distances we
have introduced are suitable in the case of non-numeric data grouping and fur-
ther work will be done in order to validate our approach to biological data-sets.
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Missing Clusters Indicate Poor Estimates

or Guesses of a Proper Fuzzy Exponent

Ulrich Möller

Leibniz Institute for Natural Product Research and Infection Biology -
Hans Knöll Institute, 07745 Jena, Germany

Abstract. The term ‘missing cluster’ (MC) is introduced as an undesir-
able feature of fuzzy partitions. A method for detecting persistent MCs
is shown to improve the choice of proper fuzzy parameter values in fuzzy
C-means clustering when compared to other methods. The comparison
was based on simulated data and gene expression profiles of cancer.

1 The Problem of Choosing the Fuzzy Exponent

Fuzzy clustering (FC) [1] is a frequently used approach for data exploration, class
discovery and the generation of decision rules and hypotheses. FC requires the
definition of the fuzzy parameterm. Withm close to one, FC degenerates to hard
clustering. If m exceeds a value m∧, FC partitions degenerate as well: all fuzzy
memberships become equally large. The optimal fuzzy partition requires the use
of a value mopt ∈ (1,m∧). However, a unique theoretically justified optimality
criterion is lacking, and so the optimal choice of m is still an open problem [2].

Previous applications mostly relied on general heuristic guidelines (e.g., set
m = 2 or choose m from the interval [1.5, 2.5]). In practice, these guidelines
often led to reasonable results. However, emerging applications of FC to data
from genomic high-throughput technologies pose a fundamentally new challenge.
For gene expression data from DNA microarrays, Dembélé and Kastner [3] found
that the recovery of meaningful structures may require the choice of data-specific
values of m clearly smaller than 1.5. For that purpose, effective methods are
desired. A hypothesized optimality criterion for m has been used in geosciences
[4,5]; however, the method is based on empirical observations for data which are
presumably less challenging than genomic data. Two recently proposed methods
estimate m∧ and suggest a value m < m∧ [2,3] (section 2). This strategy helps
avoiding poor estimates m ∈ [m∧,∞]. However, due to the gradual change of
the fuzzy memberships with increasing m, accurate estimation of m∧ is difficult;
moreover, it is unclear how much smaller than m∧ the value of m should be.

We present a method for obtaining at least a partial answer to that question:
a value m� above which FC provides poor models even though m� < m∧.
Constraining the search interval to (1, m�] increases the chance for finding a
proper value. Estimates mi of other methods i = 1, 2, .. can be characterized as
being likely inappropriate if mi > m�. In our method, the inappropriateness of a
value mi is determined by the persistent occurrence of so-called missing clusters
in partitions obtained when using mi.

F. Masulli, S. Mitra, and G. Pasi (Eds.): WILF 2007, LNAI 4578, pp. 161–169, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



162 U. Möller

2 Methods

Clustering. Let X = {xij}, i = 1, ..., N , j = 1, ..., p, be a data set of size N and
dimension p. As the result of applying an FC method to X we consider fuzzy
partition matrix U = [uik]N×C , where 0 ≤ uik ≤ 1 ∀ i = 1, ..., N ; k = 1, ..., C.
uik denotes the degree of membership of object i in cluster k and C is the
pre-specified number of clusters.

We used the following algorithm and algorithmic parameters: fuzzy C-means
(FCM) algorithm [1], Euclidean metric for the FCM objective function E, ran-
dom initialization of U with

∑C
k=1 uik = 1 ∀ i = 1, ..., N , FCM termination if the

decrease of E between the last two iterations fell below 10−6 or after at most 300
iterations. For estimating fuzzy parameter m, a partition Uq,C was generated for
pairs {mq,C}, 1 < m1 < ... < mq < ... < mM and C = 2, ..., 13. Each partition
Uq,C represented the smallest value of E obtained from 100 runs of FCM for the
simulated data and from 30 runs for the gene expression data.

Empty clusters in defuzzified partitions. For assessing cluster stability in
previous FC analyses of gene expression data (e.g., [6]), we generated defuzzified
(hard) partitions: U → Ud = [ud

il]N×C , where ud
il = 1 if uil = maxk=1,...,C uik

and ud
il = 0 otherwise. When checking the power Sd

k =
∑N

i=1 u
d
ik of each cluster

in Ud, we found so-called empty clusters (ECs), characterized by Sd
k = 0 for some

k. Hard partitions with ECs are considered as poorly fitting models and strate-
gies are used to avoid them (e.g., implemented in Matlab’s k-means algorithm).
However, these strategies did not succeed in our case. ECs occurred with in-
creasing persistence for increasing values of C. Inspired by the finding that gene
expression data may require smaller values of m [3], we decreased m and ECs
systematically diminished. Therefore, we hypothesized that persistent EC occur-
rence is a feature that can be utilized to identify inappropriate values of m, or
– consequently – inappropriate combinations {m,C}. We justified this idea by
visual inspection in a two-dimensional (2D) example (a sample of a 2D gaussian
mixture model, Ctrue = 3, N = 60): partitions with ECs from multiple runs of
FCM (m ≥ 8, C ≥ 10) were inconsistent and the final cluster seed points poorly
represented the clusters assigned to these seed points (results not shown). Below
we will justify by theoretical considerations that ECs in defuzzified partitions
determine the inappropriateness of the underlying fuzzy partitions.

Missing clusters in fuzzy partitions. We can initialize U so that Sk > 0 ∀
k = 1, ..., C, where C > N and Sk =

∑N
i=1 uik. Hence, if we called each column in

U a (fuzzy) cluster, no cluster is ’empty’ — in a set-theoretic meaning. However,
it is not conceivable to model C > N object classes based on only N objects
(i.e., at most N clusters can exist). To identify poor results, a criterion for the
existence of a fuzzy cluster should be established. Then we can check whether an
obtained partition has the pre-specified number of clusters. A sufficient condition
that restricts the number C∗ of actual clusters in U to C∗ ≤ N is defined as
follows: column l of partition U constitutes a cluster if at least one object i has
its top membership degree in column l (uil = maxk=1,...,C uik). We interpret
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the subordinate memberships as the expression of cluster overlap. The above
criterion for the existence of fuzzy clusters is identical to the criterion for the
non-emptiness of the corresponding defuzzified clusters. In other words, an EC in
Ud corresponds to a missing cluster (MC) in U . From the practical point of view,
an EC is not a real cluster so that MC is a reasonable term for characterizing
both fuzzy and hard partitions.

An estimate of the fuzzy parameter that avoids MCs. The number of
objects that constitute a fuzzy cluster l based on their top membership degree is
St

l =
∑N

i=1 I(uil = maxk uik), where I denotes the indicator function. (St
l equals

the power of the defuzzified cluster l.) Accordingly, the number of constituent
clusters of the fuzzy partition is obtained by C� =

∑C
k=1 I(S

t
k ≥ 1). Based on

FC results for C fixed and a set of candidate values m1 < ... < mq < ... < mM ,
we determine an upper bound for a suitable choice of m,

m� = maxq=1,...,M{mq, C�(mr) = C ∀ r ≤ q}.
The symbol � was used to mimic the required minimal occupancy of the clusters.

Other estimates used. We investigated the potential usefulness of m� for the
validation of other estimates of m: m2+ and m2× [2], m3� and m3� [3], and m4�
[4]. For convenience, the subscript number equals the reference number of the
original paper, and the subscript symbol indicates the symbol that was used for
plotting the results of this method in Figures 2 and 3.
m2+ results from the analytical rule β in [2] that provides an upper bound

of m, where U with equal memberships uik is not a stable fixed point of FCM.
m2× is an approximation of m2+ based on the size N and dimension p of the
data. m3� is an estimate of m∧ (the smallest value of m that leads to equal
memberships), and m3� denotes a heuristic estimate of a proper value of m:
m3� = 2 if m3� > 10 and m3� = 1 + m3�/10 otherwise. Whereas the above
measures are derived from the data only, the method in [4] depends on FC results:
m4�(C) = argmaxq=1,...,MfC(mq), where fC(m) = −[(δE/δm)C0.5], δE/δm as
originally defined in [1] (p. 73), and E being the FCM objective function.

Validation of the results. The true estimation error ofm cannot be calculated,
because the optimal value of m is unknown (section 1). However, we can speak
of a suitable or a poor value of m, if the corresponding (defuzzified) partitions
agreed fairly or poorly with a reference partition. This partition is justified by
external knowledge (i.e., the class label vector obtained from either the model
simulation or external knowledge about the considered tumor classes; see Figure
1 and section 3). For this purpose, the adjusted Rand index (ARI) (see [7]) was
used. ARI = 1 indicates perfect partition agreement, ARI = 0 is the expectation
for a random relationship between the two partitions.

3 Simulated Data and Gene Expression Data Analyzed

The subsequent data sets were obtained from the supplementary website to [7]
(http://www.broad.mit.edu/cgi-bin/cancer/datasets.cgi).



164 U. Möller

Sim6. High-dimensional data (N%p) with a known structure (Figure 1).
CNS5 and Novartis4 are DNA microarray data sets comprising expression

values of p = 1000 genes for tumor samples of sizes N % p . Original references,
data preprocessing and a normalization step are described in [7].

CNS5. N = 42 embryonal tumors of the central nervous system. 5 classes:
10 medulloblastomas, 8 primitive neuroecto-dermal tumors, 10 atypical tera-
toid/rhabdoid tumors, 10 malignant gliomas, 4 normal cerebellum.

Novartis4. N = 103 samples from tumor tissues. 4 classes: 26 breast, 26
prostate, 28 lung, 23 colon.

For the microarray data, the optimum partition and the optimum value of C
are not definitly known, because the tumor class definition is based on phenotype
information. Nevertheless, the data sets can be used for algorithm benchmarking,
because the data represent the expression of selected genes which are known to
be related to the phenotype and the phenotype classes were largely recovered in
previous clustering studies [6,7].

4 Results

Figures 2 and 3 show which combinations of m and C enabled the most adequate
recovery of the reference classes.

1a) For Sim6 and Novartis4 the transition from suitable to poor values of m is
sharp so that a clear upper bound for a proper m exists. m� equalled this upper
bound for the most adequate values of C. 1b) For CNS5 the transition is not
as sharp. So it is not as clear where the optimal upper bound may be. In fact,
m� here represents a compromise between excluding and retaining sub-optimal
results. Nevertheless, the set of partitions obtained for m ≤ m� included all
partitions that best represented the reference classes.

2) For the most adequate pairs {m,C}, m4� was rather close (≤ 0.1) to the
largestm-values for which no MCs occurred. Even though, a number of partitions
contained MCs when using m4�.

3a) m2+ clearly overestimated the range of m for a reasonable class recovery.
3b) After all, m2+ was always close to the largest m-value that prevented MCs
in partitions with fewer (three) clusters than classes had to be recovered.

4) m2× was consistently much smaller than the largest suitable m-values and
rather close to 1.0, the value for hard clustering.

5) The result of m3� for CNS5 is missing, because the method for calculating
m3�, based on a dichotomous search strategy, did not converge with its default
parameters. For the other data sets the value of m3�, suggested for practical
use, was even larger than the underlying estimated upper bound m3�.

6) The range of m that enabled the highest class recovery depended on the
number of clusters, best recognizable for CNS5. Moreover, the m-range that
prevented MC occurrence and m4�, an FC-based estimate of the optimal m,
also varied with C.
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Fig. 1. Data set Sim6. N = 59 simulated
gene expression profiles. Only the first p
= 400 dimensions of the original data set
[7] were used. In each class 50 genes are
specifically up-regulated. The values 301-
400 represent noise (the variables have the
same distribution in all classes). These
variables simulate genes with no or little
discriminatory power which appear in real
data when the inclusion of all discrimina-
tory genes was given higher priority.
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Fig. 2. Results for Sim6: m�, m2×,
m2+, m3�, m3�, m4	; the subscript
symbols were also used in the figure.
The fat solid line separates the results
with MCs (upper area) and without
MCs. Background: bright gray: best
class recovery (ARI = 1), dark gray:
worst class recovery (ARI = 0.18),
white: results obtained without FC (no
ARI available). Reasonable class recov-
ery for 5 ≤ C ≤ 7 and m ≤ 1.3.

7) The curve of the estimate m4� for increasing values of C approached or
intersected with the curve of the proposed upper bound m� near the true value
of C (also for other data not shown).

8) A number of partitions – with C larger than the number of reference classes
– agreed considerably with the reference classes because some (‘overproduced’)
columns in the partiton matrix were MCs.

5 Discussion

Our results demonstrate a clear relationship between the transition from success-
ful to failing class recovery and the transition from lacking to persistent MCs.
Hence, our hypothesis that persistent MCs in fuzzy partions indicate a too large
value of m was practically confirmed. The trustworthiness of the (unsupervised)
class recovery results in this confirmation is justified, because the classes were
known and have been recovered from the same data also by other clustering
methods than FCM [7].

The MC-based measure m� was an optimal upper bound for proper values of
m (Result 1a) or, at least, the criterion of a reasonable upper bound was fulfilled
(Result 1b). We never observed the overall best class recovery for values of m
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Fig. 3. Results for the gene expression data. Left: CNS5, ARI from 0.67 (bright gray)
down to 0.23 (dark gray). Reasonable class recovery for 6 ≤ C ≤ 7 and m ≤ 1.55;
C = 5 and 1.4 ≤ m ≤ 1.45; C = 8, m = 1.2. Right: Novartis4, ARI from 0.92 (bright
gray) down to 0.31 (dark gray). Reasonable class recovery for 4 ≤ C ≤ 6 and m ≤ 1.55.
For further explanations see Figure 2.

larger than m�. m4� provided a good orientation for the choice of m, but was
not reliable enough to be considered as a stand-alone method for estimating the
optimalm (Result 2). Result 3 indicates the potential and limitation of a method
for estimating m without using FC results: m2+ was possibly a reasonable upper
bound for recovering coarse structures (Result 3b), but it was inappropriate for
optimal class recovery (Result 3a). For very high-dimensional data of a reason-
able sample size, m2× is near 1.0 (Result 4) by definition (section 2). In this case,
the use of m2× is counterintuitive when aiming at a genuine fuzzy model. Result
5 suggests that the method underlying m3� and m3� did not work properly in
our applications.

The performance of the methods with subscripts 2 and 3 may be related to
the scenarios under which these methods have been configured and tested. The
authors in [2,3] describe functional relationships between the dimension p, or the
N/p ratio, and the proper range of m. The N/p ratios ranged from 2.5 to 238
[2], 12 to 184 [3], but only 0.04 to 0.15 in our study. Possibly, these methods
show higher performance if they can be tuned for lower N/p ratios.

The use of the MC method identified inappropriate estimates ofm obtained by
the other methods. Apart from the theoretical justification of the MC criterion,
the correctness of this identification was confirmed by the recovery of known
classes.

Result 6 and others [4,5] suggest that – regardless of estimator performance
– the proper value of m may have to be estimated specifically for each desired
value of C. This would make FC analysis more demanding. The results show that
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such an extended FC analysis can be a great benefit. Moreover, estimates of m
obtained for increasing C may contain useful information to assist methods for
estimating the true number of clusters (Result 7). Estimates of m obtained from
the data alone may be reasonable for certain values of C (Result 3b); however,
it is unclear whether these values of C include the true number of clusters. If
not, class discovery may become less successful.

The sharp transition from suitable to poor values of m may be related to
the distinctness of the data structures which is high for Sim6 (Figure 1) and
Novartis4 (indicated by high class recovery in our study and by using other
methods [7]). For CNS5, where the transition was not as sharp, the (phenotype)
classes are not so easily recovered from gene expression as previously found by
other methods [7]. We may also consider that the N/p ratio of CNS5 (0.04) was
the worst pre-requisite for building a model upon the data sets used.

Some authors adapted the term EC: a fuzzy cluster k was called an EC if
uik < ε ∀ i = 1, ..., N , where 0 < ε ≤ 0.5 [8,9]. However, whereas emptiness is
a correct term for characterizing missing cluster occupancy in hard clustering,
we regard it as a misleading category for fuzzy clusters, because in FC we may
expect Sk > 0 for k = 1, ..., C. The use of the MC criterion avoids the problem
of (heuristically) choosing parameter ε (e.g., ε = 10−5 [8] or ε = 0.5 [9]). When
using the above (fuzzy) EC criterion, ε = 0.5 is the weakest condition to ensure
that the MC criterion can not be violated for any value of C. Precisely, using ε
= 0.5 corresponds to the MC criterion for the special case of C = 2. However,
the requirement uik > 0.5 may be too strong for practically relevant values of C
clearly larger than two (e.g., when C = 7, a top membership of 0.4 may justify
establishing a fuzzy cluster, if the other six membership degrees of that object
are about 0.1). Nevertheless, in order to avoid that a poor top membership
constitutes a cluster (e.g., 0.34 for C = 3 with two subordinate memberships
of 0.33), we may additionally apply a reasonable ε that properly decreases with
increasing C.

Result 8 seems to be an argument against the rejection of MCs: if class recov-
ery improves due to an increasing number of MCs for increasing overpartitioning,
the optimal choice of the cluster number becomes less problematic (see [9] for
the same finding). However, the relationship is not strict enough to ensure ac-
curate class recovery: increasing overpartitioning also increased the number of
non-empty clusters in our study and [9]. A (possibly undetected) MC occur-
rence likely hinders the correct estimation of C based on the usual concepts for
quantifying the validity and stability of genuine clusters.

The findings described in this paper are supported by more results for other
simulated and gene expression data including the frequent task of gene clustering.
These results are presented elsewhere in more detail [12].

6 Conclusions

The measure m�, derived from the notion of missing clusters (MCs) in fuzzy
partitions, is a useful upper bound for proper values of the fuzzy exponent m
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in fuzzy clustering. This particularly applies i) if sample data are very high-
dimensional, ii) if the sample size is relatively small, iii) if a number of variables
contain no or little discriminatory power, and iv) if m� is smaller than commonly
used m-values such as 2 or 1.5. m� restricts the search space for the optimal m
by rejecting an inappropriate range of m that is not yet excluded by the more
conservative upper bound m∧ (section 1).

Accurate class discovery in complex data via clustering is desired in various
fields (e.g., [10]), where FC may be attractive and the choice of m is a non-trivial
problem. In this regard the MC method may be a general tool for validating
estimates of m obtained from other methods. Our results show that applications
exist, where the output of other methods deserves an extra validation. The MC
method has theoretical justification, is intuitively comprehensible, easily applied
and robust.

We recommend an estimation of m based on FC results across different values
of the number of clusters C, because the optimal m may depend on C and vice
versa. An approach for the simultaneous optimization ofm and C is also available
[11]. In addition, randomized data can be analyzed to estimate these parameters
[9]. The costs of computing power for this estimation will often be low compared
to the costs required for obtaining the data (e.g., DNA microarrays or long-
term observations in astronomy). More importantly, advanced estimation of m
provides the user with confidence in the effective utilization of the potential
inherent to the FC approach.
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Abstract. In this contribution we carry out an analysis of the rule
weights and Fuzzy Reasoning Methods for Fuzzy Rule Based Classifi-
cation Systems in the framework of imbalanced data-sets with a high
imbalance degree. We analyze the behaviour of the Fuzzy Rule Based
Classification Systems searching for the best configuration of rule weight
and Fuzzy Reasoning Method also studying the cooperation of some
pre-processing methods of instances. To do so we use a simple rule base
obtained with the Chi (and co-authors’) method that extends the well-
known Wang and Mendel method to classification problems.

The results obtained show the necessity to apply an instance pre-
processing step and the clear differences in the use of the rule weight
and Fuzzy Reasoning Method.

Finally, it is empirically proved that there is a superior performance
of Fuzzy Rule Based Classification Systems compared to the 1-NN and
C4.5 classifiers in the framework of highly imbalanced data-sets.

Keywords: Fuzzy Rule Based Classification Systems, Over-sampling,
Imbalanced Data-sets, rule weight, Fuzzy Reasoning Method.

1 Introduction

In the last years the data-set imbalance problem has demanded more attention
by researchers in the field of classification [3]. This problem occurs when the
number of instances of one class overwhelms the others. In this contribution we
focus on the two class imbalanced data-sets, where there are only one positive
and one negative class. We consider the positive class as the one with the lower
number of examples.

We may distinguish between three degrees of imbalance: a low imbalance de-
gree when the instances of the positive class are between the 25 and 40% of
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the total instances, a medium imbalance degree when the number of the positive
instances is between the 10 and 25% of the total instances and a high imbalance
degree where there are no more than the 10% of positive instances in the whole
data-set compared to the negative ones.

To solve the imbalance data-set problem there are two main types of solutions:
solutions at the data level which is achieved balancing the class distribution and
solutions at the algorithmic level, for example adjusting the cost per class.

In this work we study the performance of the Fuzzy Rule Based Classification
Systems (FRBCSs) [8] in the field of high imbalanced data-sets. In order to
deal with the class imbalance problem we analyze the cooperation of some pre-
processing methods of instances.

Our aim is to locate the best configuration of rule weight and Fuzzy Reasoning
Method (FRM) for imbalanced data-sets with a high degree of imbalance. To do
so we use a simple rule base obtained with the Chi (and co-authors’) method
[4] that extends the well-known Wang and Mendel method [11] to classification
problems. We use triangular membership functions with five labels per variable.

Finally we will compare our results with the classic KNN and C4.5 classifiers
to prove the higher performance of our model.

In order to do that, this contribution is organized as follows. In Section 2 we
introduce the FRBCS, the inductive learning algorithm used and the rule weights
and FRMs. Then in Section 3 we propose some preprocessing techniques for
imbalanced data-sets. Section 4 shows the experimental study carried out with
seven different data-sets. Finally, in Section 5 we present some conclusions about
the study done.

2 Fuzzy Rule Based Classification Systems

Any classification problem consists of m training patterns xp = (xp1, . . . , xpn),
p = 1, 2, . . . ,m fromM classes where xpi is the ith attribute value (i = 1, 2, . . . , n)
of the p-th training pattern. In this work we use fuzzy rules of the following form
for our FRBCSs:

Rule Rj : If x1 is Aj1 and . . . and xn is Ajn then Class = Cj with RWj (1)

where Rj is the label of the jth rule, x = (x1, . . . , xn) is an n-dimensional
pattern vector, Aji is an antecedent fuzzy set, Cj is a class label, and RWj

is a rule weight. As antecedent fuzzy sets we use triangular fuzzy sets with 5
partitions per variable.

To generate the fuzzy Rule Base we use the method proposed in [4] that ex-
tends the Wang and Mendel method [11] to classification problems. This FRBCS
design method determines the relationship between the variables of the problem
and establishes an association between the space of the features and the space
of the classes by means of the following steps:

1. Establishment of the linguistic partitions. Once determined the domain of
variation of each feature Ai, the fuzzy partitions are computed.
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2. Generation of a fuzzy rule for each example xp = (xp1, . . . , xpn, Cp). To do
this is necessary:

2.1 To compute the matching degree μ(xp) of the example to the differ-
ent fuzzy regions using a conjunction operator (usually modeled with a
minimum or product T-norm).

2.2 To assign the example xp to the fuzzy region with the greatest member-
ship degree.

2.3 To generate a rule for the example, which antecedent is determined by
the selected fuzzy region and with the label of class of the example in
the consequent.

2.4 To compute the rule weight.

In the following of this section we will first explain the use of rule weights for
fuzzy rules and the different types of weights analyzed in this work and then we
will introduce the two FRMs employed: classification via the winning rule or via
a voting procedure.

2.1 Rule Weights for Fuzzy Rules

Rule weights are used in FRBCSs in order to improve their performance [7].
In the literature different mechanisms have been employed to compute the rule
weight. In [9] we can find some heuristics methods for rule weight specification,
where the most common one is the Certainty Factor (CF) [5]:

CF I
j =

�
xp∈ClassCj

μAj
(xp)

�
m
p=1 μAj

(xp)
(2)

In addition, in [9] another definition for the rule weight is proposed:

CF IV
j = CF I

j −
�

xp /∈ClassCj
μAj

(xp)
�

m
p=1 μAj

(xp)
(3)

This new definition may be named as the Penalized CF.
A third rule weight is used in this work. In [10], Mansoori et al., using weight-

ing functions, modify the compatibility degree of patterns to improve the classi-
fication accuracy. Their approach specifies a positive pattern (i.e. pattern with
the true class) from the covering subspace of each fuzzy rule as splitting pattern
and uses its compatibility grade as threshold. All patterns having compatibility
grade above this threshold are positive so any incoming pattern for this subdi-
vision should be classified as positive. When using rule weights, the weighting
function for Rj is computed as:

μout
Aj

(xp)·CFj =
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⎩
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Aj

(xp) · CFj if μin
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(xp) −

�
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�
· nj if nj � μin
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CFj · μin
Aj

(xp) − CFj · mj + pj if μin
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(xp) � mj

(4)
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where μout
Aj

(xp)·CFj is the output degree of association used in the FRM, μin
Aj

(xp)
is the compatibility grade of xp, CFj is the rule weight and the parameters nj ,
mj , pj are obtained as:

nj = tj

�
2

1+CF2
j

mj = {tj · (CFj + 1)− (CFj − 1)}/
�
2CF 2

j + 2

pj = {tj · (CFj − 1)− (CFj + 1)}/
�
2CF 2

j + 2

(5)

where tj is the compatibility grade threshold for Rule Rj . For more details of
this proposal please refer to [10]

2.2 Fuzzy Reasoning Methods

We study the performance of two different FRMs for classifying new patterns by
the rule set. We use the classic fuzzy reasoning method or maximum matching,
where every new pattern is classified as the consequent class of a single winner
rule which is determined as

μAw (xp) · CFw = max{μAq (xp) · CFq|Rq ∈ S} (6)

where S is the set of fuzzy rules of the form in (1) and xp = (xp1, . . . , xpn) is the
pattern example. We also use a weighted vote method or additive combination
method where each fuzzy rule casts a vote for its consequent class. The total
strength of the vote for each class is computed as follows:

VClassh
(xp) =

�
Rq∈S;Cq=h

μAq (xp) · CFq , h = 1, 2, . . . , M. (7)

The pattern xp is classified as the class with maximum total strength of the vote.

3 Preprocessing Imbalanced Data-Sets

In order to deal with the imbalanced data-set problem we can distinguish be-
tween two kind of solutions: those applied at the data level such as instance
selection and those applied at the algorithmic level. In this work we evaluate
different instance selection based on oversampling and hybrid techniques to ad-
just the class distribution in the training data. Specifically we have chosen the
following methods which have been studied in [2]:

– Oversampling methods:
• Random Over-Sampling. Is a non-heuristic method that aims to bal-

ance class distribution through the random replication of minority class
examples.

• “Synthetic Minority Over-Sampling Technique (Smote)”. Its
main idea is to form new minority class examples by interpolating be-
tween several minority class examples that lie together. Thus, the over-
fitting problem is avoided and causes the decision boundaries for the
minority class to spread further into the majority class space.
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– Hybrid methods: Oversampling + Undersampling:
• “Smote + Tomek links”. In order to create better-defined class clus-

ters, Tomek links may be applied to the over-sampled training set as a
data cleaning method. Instead of removing only the majority class ex-
amples that form Tomek links, examples from both classes are removed.

• “Smote + ENN”. After applying the Smote mechanism, ENN is used
to remove examples from both classes. Any example that is misclassified
by its three nearest neighbors is removed from the training set.

For a further explanation please refer to [2]. The preprocessing methods chosen
are the ones based on oversampling because they are proved to provide a good
performance for imbalanced data-sets when using FRBCSs [6].

4 Experimental Study

In this section we introduce our experimentation framework. First we will de-
scribe the data-sets we have chosen for this work and all the parameters used.
Then we will present our results and we will make a brief analysis according to
our objetives.

4.1 Data-Sets and Parameters

In this study we have considered seven data sets from UCI with a high imbalance
degree. Table 1 summarizes the data employed in this study and shows, for each
data set the number of examples (#Examples), number of attributes (#Atts.),
class name of each class (majority and minority) and class attribute distribution.

Table 1. Data Sets summary descriptions

Data set #Examples #Atts. Class (min., maj.) %Class(min.,maj.)
Abalone9-18 731 8 (18, 9) (5.65,94.25)
Abalone19 4174 8 (19, remainder) (0.77,99.23)
EcoliMO 336 7 (MO, remainder) (6.74,93.26)
Glass 214 9 (Ve-win-float-proc, remainder) (8.78,91.22)
Vowel0 988 13 (hid, remainder) (9.01,90.99)

YeastCYT-POX 482 8 (POX,CYT) (4.15,95.85)
Yeast5 1484 8 (ME5, remainder) (3.4,96.6)

In order to develop a comparative study, we use a five fold cross validation
approach, that is, five partitions where the 80% is used for training and the 20%
for test. For each data-set we consider the average results of the five partitions.

We consider the following parameters for the Chi et al. algorithm:

– Membership Function: Linear triangular membership function.
– Number of labels per fuzzy partition: 5 labels.
– Computation of the compatibility degree: Minimum and Product T-norm.
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– Combination of compatibility degree and rule weight: Product T-norm.
– Inference method: Classic method (winning rule) and additive combination

among rules classification degree per class (voting procedure).

Table 2. Percentage of classes after balancing for the seven data-sets

Balancing Method % Positives % Negatives
None (Original Data-Sets) 5.5 94.5
RandomOverSampling 50.0 50.0
SMOTE 50.0 50.0
SMOTE-TomekLinks 45.78 54.22
SMOTE-ENN 46.1 53.9

In Table 2 the percentages of examples for each class after balancing are
shown, together with the original percentage.

As we are in the imbalanced data-set field a properly evaluation measure must
be used. We employ the geometric mean metric (8), suggested in [1] where acc+

is the accuracy classification on the positive instances, and acc− the accuracy
on the negative ones.

GM =
√

acc+ · acc− (8)

4.2 Results and Analysis

Our study is oriented to compare and find the best configuration for FRBCSs
in the framework of highly imbalanced data-sets. In this section we present
the average results for the FRBCSs obtained by the Chi et al. method for the
different rule weight, T-norm and FRM used. Then we demonstrate the necessity
to apply a preprocessing step to transform the data into a more balanced set
and we analyze the best configuration (T-norm, rule weight and FRM) found.
Finally we make a comparison between the classic algorithms and the FRBCSs
used in this work in order to prove the validity of this model.

In Table 3 we show a comparative of the average results obtained with the FR-
BCS method (Chi et al.) with the C4.5 decision tree model and 1-NN algorithms
for the 7 data-sets chosen in this work.

The following information is showed by columns:

– The first colum “Weight” is the rule weight used in the FRBCS. CF stands
for the classic Certainty Factor, P-CF stands for the Penalized CF and M-CF
stands for the Mansoori weighting system.

– Inside column “t-norm” we note if the results correspond to minimum or
product T-norm.

– In the third column “FRM” we distinguish between each type of FRM, where
WR stands for the Winning Rule method and AC stands for the Additive
Combination method
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Table 3. Global comparison of the average results for FRBCSs with different Rule
Weigths, T-norm and FRM. Including the results for C4.5 and 1-NN algorithms.

None RandomOS SMOTE SMOTE-TL SMOTE-ENN
Weight T-norm FRM GMTr GMT st GMT r GMTst GMTr GMT st GMT r GMT st GMT r GMT st

CF Minimum WR 51.03 40.21 84.25 73.59 83.52 74.4 83.06 75.17 83.01 75.05
CF Product WR 53.96 40.51 85.74 73.1 84.56 74.68 84.17 75.07 84.09 75.17
P-CF Minimum WR 45.83 37.0 83.7 75.07 82.98 75.11 82.32 74.73 82.12 74.79
P-CF Product WR 51.72 39.76 84.48 73.99 83.78 76.32 83.36 76.13 83.28 76.09
M-CF Minimum WR 45.87 34.9 81.54 69.78 80.77 70.21 80.54 71.25 80.9 71.01
M-CF Product WR 50.69 35.93 83.85 70.98 82.55 71.5 82.16 72.17 82.25 72.14

CF Minimum AC 46.39 36.8 74.54 60.99 81.4 66.31 81.16 68.18 81.44 67.95
CF Product AC 51.25 40.06 81.01 64.84 83.77 70.72 83.43 70.93 83.76 70.22
P-CF Minimum AC 43.15 34.43 83.08 72.39 82.4 72.99 81.84 73.11 81.65 73.01
P-CF Product AC 50.24 36.89 84.3 72.76 83.7 74.3 83.15 74.68 83.09 75.17
M-CF Minimum AC 30.55 21.58 79.36 68.57 79.44 69.3 79.32 69.75 79.35 69.9
M-CF Product AC 36.41 21.43 80.87 68.42 79.61 68.48 79.01 69.12 79.1 68.88

C4.5 — — 59.07 40.52 99.57 62.89 93.46 60.27 93.47 68.16 93.58 67.86
1-NN — — 58.69 57.45 58.69 57.45 97.56 67.6 97.17 67.95 96.96 68.39

– Finally in the rest of the columns the average results for the geometric mean
in training (GMTr) and test (GMTst) are showed for each type of preprocess-
ing method, where None indicates that the data-set employed in the exper-
iment is the original one (without preprocessing).

We focus our analysis on the generalization capacity via the test partition.
In bold the best results for test are stressed. In underline the best results in
columns, that is, for each preprocessing method, are marked. In italics we may
observe the best results in rows, that is, for the different configurations for FR-
BCSs and for C4.5 and 1-NN.

As we can see in Table 3 there is a huge difference in the results when we
apply a preprocessing mechanism to balance the data comparing with the re-
sults without preprocessing. The performance achieved with the FRBCS with
the original data-sets is roughly 30 points below the performance in the case of
preprocessed data-sets via oversampling, which confirms the necessity to trans-
form the data-sets into a more balanced format. Since there is a clear over-fitting
with Random-Oversampling, we select as most appropriate the methods based
in the SMOTE family.

The use of the Penalized CF obtains the best results for both types of T-
norms and FRMs. Specifically the highest performance is achieved in the case
of Penalized CF with product T-norm and FRM of the Winning Rule.

Regarding the use of the T-norms applied in this work we found that in most
cases the product T-norm is more effective. Comparing the two FRMs applied
in this work, it is clear that the one based in the Winning Rule is much better
than the one based in the Additive Combination.

When we compare our results obtained with FRBCSs with the classic reference
algorithms (C4.5 and 1-NN) we can conclude that, for highly imbalanced data-
sets, our methods outperforms these algorithms. We can observe a high over-
fitting in the classic algorithms, with a difference in almost 30 points between
the training and test results.
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5 Concluding Remarks

In this work we have analyzed the performance of the FRBCSs searching for the
best configuration of rule weight and FRM in the framework of highly imbalanced
data-sets. Also we have studied the cooperation of some pre-processing methods
of instances.

Our results shown the necessity of using pre-processing instances methods to
improve the balance between classes before the use of the FRBCS method. We
have found a kind of mechanism (SMOTE) that provides very good results as a
preprocessing technique for FRBCSs. It helps fuzzy methods (Chi et al. in this
case) to became a very competitive model in high imbalanced domains.

We have also studied the differences for the most appropriate configuration
for rule weight and FRM in highly imbalanced data-sets, concluding that the
Penalized CF is the most accurate for the rule weight and the Winning Rule is
the best selection for the FRM.

Finally we have found a superior behaviour of the FRBCSs against the classic
algorithms 1-NN and C4.5. In this way we can see fuzzy methods as a promising
technique in the highly imbalanced data-sets framework.
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Abstract. This article deals with the identification of hinging hyper-
plane models. This type of non-linear black-box models is relatively new,
and its identification is not thoroughly examined and discussed so far.
They can be an alternative to artificial neural nets but there is a clear
need for an effective identification method. This paper presents a new
identification technique for that purpose based on a fuzzy clustering tech-
nique called Fuzzy c-Regression Clustering. To use this clustering pro-
cedure for the identification of hinging hyperplanes there is a need to
handle restrictions about the relative location of the hyperplanes: they
should intersect each other in the operating regime covered by the data
points. The proposed method recursively identifies a hinging hyperplane
model that contains two linear submodels by partitioning of the operat-
ing region of one local linear model resuling in a binary regression tree.
Hence, this paper proposes a new algorithm for the identification of tree
structured piecewise linear models, where the branches correspond to lin-
ear division of the operating regime based on the intersection of two local
linear models. The effectiveness of the proposed model is demonstrated
by a dynamic model identification example.

Keywords: Neuro-fuzzy systems, Clustering, Hinging Hyperplane, Re-
gression Tree, NARX model.

1 Introduction

The problem of nonlinear function approximation has attracted much attention
during the past years [3], because in real life data sets the relationship between
the input and output variables is often nonlinear, which can be obtained via
nonlinear regression. A lot of nonlinear regression techniques have been worked
out so far (splines, artificial neural networks etc). This article proposes a method
for piecewise linear model identification applying hinging hyperplanes as linear
submodels. Hinging hyperplane model is proposed by Breiman [7], and several
application examples have been published in the literature, e.g. it can be used
in model predictive control [5], or identification of piecewise affine systems via
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mixed-integer programming [4]. The original identification algorithm developed
by Bremain is much more simple and easily implementable, but it suffers from
convergency and range problems [5,6].

The motivation of this paper is to provide a new, robust and easily imple-
mentable and computationally effective algorithm for hinge identification. The
proposed technique uses the Fuzzy c-Regression Clustering, where the cluster
prototypes are functions instead of geometrical objects. Therefore, if the num-
ber of prototypes c is equal to two, FCRM can be used to identify hinging
hyperplanes, if the relative location of the two linear regression models corre-
spond to a hinge function, in other words: they should intersect each other in
the current operating region filled by the data point available. Hence, in this
paper a method is proposed that allows the incorporation of constrains in the
clustering procedure.

In the application example the proposed hinge function based model will be
used for the modeling of a dynamical system. The Non-linear AutoRegressive
with eXogenous input (NARX) model is frequently used with many non-linear
identification methods, such as neural networks and fuzzy models (see in [1]).
Neural networks are in relation with hinging hyperplanes. We have found that
the proposed technique highly improves the original identification method, and
makes hinge hyperplanes commensurable with neural networks even in such
a hard tests like a free-run measurement. This paper is organized as follows.
Section 2 discusses hinge function approximation, and how the constrains can
be incorporated into the FCRM identification approach. After that the resulted
tree structured piecewise linear model is described. In Section 3 an application
example is presented, and Section 4 concludes the paper.

2 Non-linear Regression with Hinge Functions and Fuzzy
c-Regression Clustering

This section gives a brief description about what the hinging hyperplane ap-
proach means on the basis of [3], followed by how the constrains can be incor-
porated into FCRM clustering.

2.1 Function Approximation with Hinge Functions

Suppose two hyperplanes are given by: yk = xT
k θ
+, yk = xT

k θ
−, where xk =

[xk,0, xk,1, xk,2, . . . , xk,n] (xk,0 ≡ 1) is the kth regressor vector and yk is the kth
output variable (k = 1, . . . , N). These two hyperplanes are continuously joined
together at {x : xT (θ+ − θ−) = 0} as can be seen in Figure 2.4. As a result
they are called hinging hyperplanes. The joint ) = θ+ − θ−, multiples of ) are
defined hinge for the two hyperplanes, yk = xT

k θ
+ and yk = xT

k θ
−. The solid

part of the two hyperplanes explicitly given by yk = max(xT
k θ
+,xT

k θ
−) or yk =

min(xT
k θ
+,xT

k θ
−).
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For a sufficiently smooth function f(xk), the approximation with hinge func-
tions can get arbitrarily close if sufficiently large number of hinge functions are
used. The sum of the hinge functions

∑K
i=1 hi(xk) constitutes a continuous piece-

wise linear function. The number of input variables n in each hinge function and
the number in hinge functionsK are two variables to be determined. The explicit
form for representing a function f(xk) with hinge functions becomes

f(xk) =
K∑

i=1

hi(xk) =
K∑

i=1

〈max |min〉
(
xT

k θ
+
i ,x

T
k θ
−
i

)
(1)

where 〈max |min〉 means max or min.

2.2 Hinge Search as an Optimization Problem

The essential hinge search problem can be viewed as an extension of the lin-
ear least-squares regression problem. Given N data pairs as {x1, y1}, {x2, y2},
. . . , {xN , yN} from a function (linear or non-linear) yk = f(xk), the linear least-
squares regression aims to find the best parameter vector θ̂, by minimizing a
quadratic cost function

θ̂ = arg min
θ

N∑
k=1

(
yk − xT

k θ
)2

(2)

with which, the regression model gives the best linear approximation to y. For
nonsingular data matrix X = [x1x2 . . .xN ]T the linear least squares estimate
y = xT θ is always uniquely available.

The hinge search problem, on the other hand, aims to find the two parameter
vectors θ+ and θ−, defined by

[
θ+, θ−

]
= arg min

θ+, θ−

N∑
k=1

[
yk − 〈max |min〉

(
xT

k θ
+,xT

k θ
−)]2 . (3)

A brute force application of Gauss-Newton method can solve the above opti-
mization problem. However, two problems exist [3]:

1. High computational requirement. The Gauss-Newton method is computa-
tionally intensive. In addition, since the cost function is not continuously
differentiable, the gradients required by Gauss-Newton method can not be
given analytically. Numerical evaluation is thus needed which has high com-
putational demand.

2. Local minima. There is no guarantee that the global minimum can be ob-
tained. Therefore appropriate initial condition is crucial.

The proposed identification algorithm applies a much simpler optimization
method, the so called alternating optimization which is is a heuristic optimization
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technique and has been applied for several decades for many purposes, therefore
it is an exhaustively tested method in non-linear parameter and structure identifi-
cation as well. Within the hinge function approximation approach, the two linear
submodels can be identified by the weighted linear least-squares approach, but
their operating regimes (where they are valid) are still an open question. For that
purpose the FCRM method was used which is able to partition the data and de-
termine the parameters of the linear submodels simultaneously. In this way, with
the application of the alternating optimization technique and taking advantage
of the linearity in (yk − xT

k θ
+) and (yk − xT

k θ
−), an effective approach is given

for hinge function identification (Problem 1). The proposed procedure is attrac-
tive in the local minima point of view (Problem 2) as well, because in this way
although the problem is not avoided but transformed into a deeply discussed prob-
lem, namely the cluster validity problem. In the following section this method is
discussed briefly in general, and in Section 2.4 the hinge function identification and
FCRM method are joined together.

2.3 Constrained Prototype Based FCRM

Fuzzy c-regression models, deeply discussed in the literature, yield simulta-
neous estimates of parameters of c regression models together with a fuzzy
c-partitioning of the data. It is an important question how to incorporate con-
strains into the clustering procedure. These constrains can contain prior knowl-
edge, or like in the hinge function identification approach, restrictions about the
structure of the model (the relative location of the linear submodels).

This section deals with prototypes linear in the parameters. Therefore the
parameters can be estimated by linear least-squares techniques. When linear
equality and inequality constraints are defined on these prototypes, quadratic
programming (QP) has to be used instead of the least-squares method. This op-
timization problem still can be solved effectively compared to other constrained
nonlinear optimization algorithms.

The parameter constraints can be grouped into three categories:

– Local constrains are valid only for the parameters of a regression model,
Λiθi ≤ ωi.

– Global constrains are related to all of the regression models, Λglθi ≤
ωgl, i = 1, . . . , c.

– Relative constrains define the relative magnitude of the parameters of two
or more regression models,

Λrel,i,j

[
θi

θj

]
≤ ωrel,i,j (4)

For a throughout discussion how these constrains can be incorporated into
the identification approach, see [1].
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2.4 Improvements of Hinge Identification

For hinge function identification purposes, two prototypes have to be used by
FCRM (c = 2), and these prototypes must be linear regression models. However,
these linear submodels have to intersect each other within the operating regime
covered by the known data points (within the hypercube expanded by the data).
This is a crucial problem in the hinge identification area [3]. To take into account
this point of view as well, constrains have to be taken into consideration as
follows. Cluster centers vi can also be computed from the result of FCRM as
the weighted average of the known input data points

vi =
∑N

k=1 xkμi,k∑N
k=1 μi,k

(5)

where the membership degree μi,k is interpreted as a weight representing the ex-
tent to which the value predicted by the model matches yk. These cluster centers
are located in the ’middle’ of the operating regime of the two linear submodels.
Because the two hyperplanes must cross each other (see also Figure 2.4), the
following criteria can be specified as relative inequality constraints:

Λrel,1,2

[
θ1
θ2

]
≤ 0 where Λrel,1,2 =

[
v1 −v1
−v2 v2

]
(6)

v1 v2

hinge
functio

n

hinge

hinging hyperplanes

Fig. 1. Basic definitions and hinge identification restrictions
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2.5 Tree Structured Piecewise Linear Models

So far, the hinge function identification method is presented. The proposed tech-
nique can be used to determine the parameters of one hinge function. In general,
there are two method to construct a piecewise linear model: additive and tree
structured models [3]. In this paper the later will be used since the resulting
binary tree structured hinge functions can have a simpler form to interpret and
more convenient structure to implement.

The basic idea of the binary tree structure is as follows. Divide the data set
into an estimation set and validation set. With the estimation data set, based
on certain splitting rules, grow and sufficiently large binary tree. Then use the
validation data set to prune the tree into a right size. The estimation data is
recursively partitioned into subsets, while each subset leads to a model. As a
result, this type of model is also called the recursive partitioning model. For
example given a simple symmetrical binary tree structure model, the first level
contains one hinge function, the second level contains 2 hinge functions, the
third level contains 4 hinges, and in general the kth level contains 2(k−1) hinge
functions.

3 Application Example

In this example, the proposed method is used to approximate a Hammerstein
system that consists of a series connection of a memoryless nonlinearity and
linear dynamics. For transparent presentation, the Hammerstein system to be
identified consists of a first-order linear part, y(k+1) = 0.9y(k)+0.1v(k), and a
static nonlinearity represented by a polynomial, v(k) = u(k)2. The identification
data consists of 500 input-output data generated with random input u(k) in the
range of [0, 1.3].

In this simple example a hinge function based tree with 4 leaves were gener-
ated. For the robust testing of the performance of the model building algorithm,
10 fold cross validation method is used. For comparison the nonlinear identifica-
tion toolbox of Jonas Sjoberg [2] has been used and global hinging hyperplane
models with 4 hinges have been identified based on the same training data. Sur-
prisingly, the resulted classical models gave extremely bad modeling performance
(see Table 3). As the results show in Table 3, the identified models give excel-
lent performance. For comparison, a feedforward neural net was also trained and
tested using the same data. The neural net contains one hidden layer with 4 neu-
rons using tanh basis functions. As can be seen from the results, the training and
test error is comparable with the errors of the proposed method. A very rigorous
test of NARX models is free run simulation because the errors can be cumu-
lated. It can be also seen on Figure 2 that the identified models (the proposed
ones and the neural nets) perform very good also in free run simulation (the sys-
tem output and the simulated ones can hardly be distinguished). However, the
neural net seems to be more robust in this example, the proposed hinge model
is much more interpretable than the neural net. This confirms that both the
proposed clustering based constrained optimization strategy and the hierarchial
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Fig. 2. Free run simulation by the Hammerstein system (proposed hinge model, neural
network, hinge model by Sjoberg)

Table 1. Mean square errors of the hinging hyperplane models

Training error Test error Free run

Sjoberg 0.3601 0.3596 0.3598

Neural network 0.0039 0.0040 0.0033

This paper 0.0045 0.0046 0.0143

model structure has advantages over the classical gradient-based optimization
of global hinging hyperplane models.

4 Conclusion

Hinging hyperplane models are an alternative to artificial neural nets. The moti-
vation of the research presented in this paper was to provide a new algorithm to
handle convergence problems of the classical hinging hyperplane identification
algorithms. A clustering technique has been proposed that applies linear mod-
els as prototypes. The identification of a hinge function is applied recursively,
so the hinge functions recursively partition the input space of the model. Since
hyperplanes should intersect each other in the operating regime covered by the
data points a constrained version of the fuzzy c-regression clustering has been
developed. A comparisons were made with the neural networks. Neural networks
are in relation with hinging hyperplanes, therefore this comparison is quite ade-
quate. We have found that the proposed technique highly improves the original
identification method, and makes hinge hyperplanes commensurable with neural
networks even in such a hard tests like a free-run measurement.
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In our further research the benefits of hinging hyperplanes (piecewise linear
models, tree structure) up to the neural networks will be further emphasized,
especially, the advantages in model based process control will be studied.

Hence, further validation could be the application of the proposed identifi-
cation algorithm in more complex identification problems, and even in model
based control tasks. Hence, in this case the performance of the model would be
also validated from the point of the control performance of the model used to
design a model predictive controller.

In our further research we are going to emphasize the benefits of hinging
hyperplanes (piecewise linear models, tree structure) up to the neural networks.
We are working constantly on the improvement and adaptability of the method,
but the limited length of the paper didn’t allow us to present further, more
complex examples, but we would like to utilize the advantages of this method
on as many fields as possible (e.g. in process control or classification).
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Abstract. A vast majority of classification problems are characterized
by an intrinsic vagueness in the knowledge of the class label associated
to each example. In this paper we propose a classifier based on fuzzy
discrete support vector machines, that takes as input a binary classifica-
tion problem together with a membership value for each example, and
derives an optimal separation rule by solving a mixed-integer optimiza-
tion problem. We consider different methods for computing the mem-
bership function: some are based on a metric defined in the attribute
space; some derive the membership function from a scoring generated
by a probabilistic classifier; others make use of frequency voting by an
ensemble classifier. To evaluate the overall accuracy of the fuzzy discrete
SVM, and to investigate the effect of the alternative membership func-
tions, computational tests have been performed on benchmark datasets.
They show that fuzzy discrete SVM is an accurate classification method
capable to generate robust rules and to smooth out the effect of outliers.

1 Introduction

In a classification problem we are required to analyze a set of examples, gener-
ally expressed as n-dimensional vectors, whose associated class label is supposed
to be known, in order to identify a function that accurately describes the rela-
tionship between each input vector and the associated class label. For instance,
the examples may represent customers of a company which have to be labeled
as loyal or churners. The input vectors can include socioeconomic information
about customers, such as age, income and number of children, and transactional
data, such as the spending of the individuals.

Several mathematical methods have been successfully applied for binary classi-
fication: among others, support vector machines (SVM), neural networks, classifi-
cation trees and logistic regression. All these methods are based on the
assumption that the class label is known with certainty for each example. How-
ever, most applications of classification are characterized by a certain degree
of vagueness, since the input vector, representing the values of the explanatory
variables, is usually insufficient to univocally determine the class label for each
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example. For instance, in marketing applications the examples describe indi-
viduals whose subjective attitude towards decision making, generally unknown
to the analyst, may significantly influence the behavior of a customer and the
corresponding class label.

In order to relax the assumption that the class label is perfectly known for
each example, one might resort to fuzzy logic, that requires to define a fuzzy
function regulating the membership of an example to more than one class.
Fuzzy approaches to classification have been first considered in connection to
neural networks (5). Subsequently, fuzzy extensions of SVM have been consid-
ered in (6; 3; 15; 4; 14), where a fuzzification of the input data was performed
by a membership function, in most cases assumed inversely proportional to the
distance from the centroid of the corresponding class.

In this paper we propose to combine a fuzzy discrete support vector machines
for classification (12) with several methods for computing the membership func-
tion. Some of them are based on a metric defined in the attribute space; some
derive the membership function from a scoring generated by a probabilistic clas-
sifier; others make use of frequency voting by an ensemble classifier. Discrete
SVM are a successful alternative to SVM, originally introduced in (8; 9), that is
based on the idea of accurately evaluating the number of misclassified examples
instead of measuring their distance from the separating hyperplane. Starting
from the original formulation, discrete SVM have been successfully extended in
several directions, to deal with multi-class problems (10) or to learn from a small
number of training examples (11). To evaluate the overall accuracy of the fuzzy
discrete SVM, and to investigate the effect of the different membership func-
tions, computational tests have been performed on benchmark datasets. They
show that fuzzy discrete SVM is an accurate classifier capable to generate robust
rules and to smooth out the effect of outliers.

2 SVM, Discrete SVM and Fuzzy Discrete SVM

In a binary classification problem we are required to distinguish between exam-
ples belonging to two different classes. From a mathematical point of view, the
problem can be stated as follows. Suppose we are provided with a training set
Sm = {(xi, yi), i ∈ M = {1, 2, . . . ,m}} of examples, where xi ∈ *n is an input
vector of predictive variables, and yi ∈ D = {−1,+1} is the categorical class
value associated to xi. Each component xij of an example xi is a realization of a
random variable Aj , j ∈ N = {1, 2, . . . n}, that will be referred to as an attribute
of Sm. Let H denote a set of functions f(x) : *n �→ D that represent hypotheti-
cal relationships between xi and yi. A classification problem consists of defining
an appropriate hypotheses space H and a function f∗ ∈ H which optimally
describes the relationship between the examples and their class values.

In the theory of support vector machines (SVM) the hypotheses space H
is based on the set of separating hyperplanes in *n (13). Hence, the generic
hypothesis is given by f(x) = sgn(w′x − b), where w defines the orientation of
the hyperplane in the space and b its offset from the origin. In order to select
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an optimal hypothesis f∗ ∈ H, SVM relies on the structural risk minimization
principle (SRM), which establishes the concept of reducing the empirical error
as well as the generalization error in order to achieve a high prediction accuracy
on future examples. Formally, this is obtained by minimizing the following risk
functional

R̂(f) =
1
m

m∑
i=1

V (yi, f(xi)) + λ‖f‖2K , (1)

where the first term, based on the loss function V , represents the empirical
error on the training set Sm, and the second term is related to the generaliza-
tion capability of f . Here, K(·, ·) is a given symmetric positive definite function
named kernel, ‖f‖2K denotes the norm of f in the reproducing kernel Hilbert
space induced by K, and λ is a parameter that controls the trade-off between
the two terms. According to the SRM principle, the first term in (1) expresses
the misclassification rate of the examples in the training set. However, for com-
putational reasons, SVM replace this term with a continuous proxy of the sum
of the distances of the misclassified examples from the separating hyperplane.
More specifically, for SVM the loss function V takes the form

V (yi, f(xi)) = |1− yi (w′xi − b)|+ (2)

where |t|+ = t if t is positive and zero otherwise. The best separating hyperplane
is determined by the solution of a quadratic optimization problem.

A different family of classification models, termed discrete SVM, has been in-
troduced in (8; 9) and is motivated by an alternative loss function that, accord-
ing to the SRM principle, counts the number of misclassified examples instead
of measuring their distance from the separating hyperplane. The rational behind
discrete SVM is that a precise evaluation of the empirical error could possibly
lead to a more accurate classifier. In this case, the loss function is given by

V (yi, f(xi)) = ciθ(1− yi (w′xi − b)), (3)

where θ(t) = 1 if t is positive and zero otherwise, and ci is a penalty for the
misclassification of the example xi. The inclusion of the loss (3) into the risk
functional (1) leads to the formulation of a mixed-integer linear programming
problem, whose solution provides the optimal separating hyperplane in the con-
text of discrete SVM.

A fuzzy variant of discrete SVM, which can be used for solving binary clas-
sification problems when the class values are affected by an intrinsic vagueness,
is proposed in (12). In order to describe class uncertainty, according to a fuzzy
logic, the model considers a membership value assigned to each example in the
training set by means of a generic fuzzy function, such as those described in the
next section. In particular, let fi ∈ [0, 1] and (1− fi) , i ∈ M, denote the mem-
bership values of xi for the positive and the negative class, respectively. Hence,
if fi = 1 the example xi is assigned with certainty to the positive class, whereas
it is labeled as negative if fi = 0.
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The conceptof empirical errormustbe redefined, since each example in the train-
ing set contributes to the total error in a proportion expressed by the corresponding
membership value fi. By this way, the loss function (3) can be redefined as

V (yi, f(xi)) = cifiϑ (1− (w′xi − b)) + ci (1− fi)ϑ ((w′xi − b)− 1) . (4)

As a consequence, in order to formalize the double misclassification status of
each example, fuzzy discrete SVM require to introduce two families of binary
variables by letting

pi =
{

0 if w′xi − b ≥ 1
1 if w′xi − b < 1 , ri =

{
0 if w′xi − b ≤ −1
1 if w′xi − b > −1 , i ∈ M.

The separating hyperplane can be obtained by solving a new optimization prob-
lem, termed fuzzy discrete support vector machines,

min
α

m

m∑
i=1

ci(fipi + (1− fi) ri) + β

n∑
j=1

uj + γ

n∑
j=1

hjqj (FZDVM)

s. t. w′xi − b ≥ 1− Spi i ∈ M (5)
w′xi − b ≤ −1 + Sri i ∈ M (6)
w′xi − b ≤ 1− ε+ S (1− pi) i ∈ M (7)
w′xi − b ≥ −1 + ε+ S (ri − 1) i ∈ M (8)
uj ≤ Rqj j ∈ N (9)
− uj ≤ wj ≤ uj j ∈ N (10)
u ≥ 0, p, r,q binaries; w and b free.

The objective function of problem (FZDVM) is composed by the weighted sum
of three terms, expressing a trade-off between accuracy and potential of gen-
eralization, regulated by the parameters α, β, γ. The first term represents the
revised version of the empirical error(4) in the presence of class uncertainty. The
second term is a variant of the smoothing regularizer ‖f‖2K that appears in (1)
to restore well-posedness and increase the predictive capability of the classifier.
Specifically, it corresponds to the 1-norm computed with respect to a linear ker-
nel. Finally, the third term further supports the generalization capability of the
model, by minimizing the number of attributes used in the classification rule.
Constraints (5), (6), (7) and (8) are required to set the binary variables p and r
at the appropriate value, in order to correctly evaluate the empirical error. Here
S is an appropriate large constant, whereas ε > 0 is a small constant required
since lower halfspaces in the definition of pi and ri are open. In practice, its
value can be set equal to the zero precision used in the solution algorithm. Con-
straints (9) imply that the binary variable qj takes the value 1 whenever wj �= 0,
that is whenever the j-th attribute is actively used in the optimal classification
rule. Constraints (10) set the bounding relationships between variables wj and
uj. A feasible suboptimal solution to model (FZDVM) can be derived by solving
a sequence of linear programming problems (12).
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3 Defining a Class Membership Function

In this section, we consider several membership functions, that can be grouped
into three main categories: distance-based, score-based and frequency-based.
Each proposed function will be used for generating the membership values for
different datasets in connection to both fuzzy SVM and fuzzy discrete SVM,
in order to compare the overall effectiveness when combined with a fuzzy clas-
sifier. Let V = {i : yi = −1} and W = {i : yi = 1} be the sets of indices of the
examples whose class label is negative and positive, respectively, and denote by
v = card(V ) and w = card(W ) the cardinalities of the two sets.

Distance-based membership functions
In order to reduce the effect of the outliers, some authors perform a fuzzifica-
tion of the examples by setting the membership as a function of the Euclidean
distance in *n. Here the idea is to assign to each example a membership value
that is inversely proportional to the distance from the centroid of its class label,
so as to soften the influence of the farthest examples in the training process.

More precisely, define the centroids h and k for the negative and positive
classes, respectively, as

h =
1
v

∑
i∈V

xi, k =
1
w

∑
i∈W

xi.

A first membership function can be defined as

1− fi = 1− ‖xi − h‖
max
t∈V

‖xt − h‖ if yi = −1; fi = 1− ‖xi − k‖
max
t∈W

‖xt − k‖ if yi = 1. (11)

Clearly, membership values range in the interval [0, 1], approaching 1 when the
example is labeled as 1 and is close to the the centroid of its class or is labeled as
−1 and is far from the centroid of its class, and approaching 0 when the opposite
conditions are met.

A second distance-based membership function, adapted from (5) and para-
meterized with respect to δ, can be defined as

1− fi = 0.5 +
eδ(‖xi−k‖−‖xi−h‖)/‖k−h‖ − e−δ

2(eδ − e−δ)
, yi = −1 (12)

fi = 0.5 +
eδ(‖xi−h‖−‖xi−k‖)/‖k−h‖ − e−δ

2(eδ − e−δ)
, yi = 1, (13)

However, the adoption of membership functions based on the notion of Euclid-
ean distance is debatable when some of the explanatory variables are categorical.
This appears a severe limitation in the classification of real world datasets, nat-
urally described in terms of variables of different types.

Score-based membership functions
In a completely different perspective, a membership function can be derived from
a classification algorithm trained in a preprocessing phase, avoiding the pitfalls
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due to the improper treatment of categorical attributes. For instance, in (14) a
score is assigned to each example by means of a generic classification algorithm,
and then it is mapped into a membership value using either a linear, logistic or
probit function.

Here, we propose to use a traditional (non fuzzy) discrete SVM as a base clas-
sifier in order to assign a score to each example. More precisely, let w′xi − b = 0
be the optimal separating hyperplane derived by training the discrete SVM, and
define the score as si = yi (w′xi − b). Clearly, a high positive score indicates that
the corresponding example falls within the hyperspace associated to the class la-
bel and is far from the separating hyperplane, whereas a negative score means
that the example falls in the wrong hyperspace and has been misclassified.

In order to convert the score function into a membership function, we apply
a logit function parameterized by τ , by setting

1− fi =
eτsi

1 + eτsi
if yi = −1; fi =

eτsi

1 + eτsi
if yi = 1. (14)

Frequency-based membership functions
As a third alternative, proposed in (12), we consider an ensemble method which
can be used to assess the class membership of the training examples in the
presence of both numeric and categorical predictive variables. The predictions
are generated on the training examples by a set of L classification models, each
obtained by the solution of a discrete SVM problem. This leads to the definition
of a new fuzzy membership function which returns, for the generic example,
a class membership according to the frequency of the labels assigned by the
L component classifiers. In particular, if w′kx − bk = 0 denotes the optimal
separating function for the k-th component classifier, the membership value of
the generic example xi with respect to the positive class can be defined as follows:

fi =
1
L

L∑
k=1

ϑ (w′kx− bk). (15)

4 Computational Tests

Several computational tests have been performed in order to evaluate the ef-
fectiveness of the membership functions considered in this paper. The aim of
these tests was manyfold. From one side, we were interested in investigating the
dependence of fuzzy discrete SVM from the particular choice of the membership
function. On the other side, we desired to understand whether one of the func-
tions dominates the others on an empirical basis, both for fuzzy SVM and fuzzy
discrete SVM. Finally, we wanted to assess the usefulness of the membership
functions based on discrete SVM when combined with fuzzy SVM.

The computational tests concerned the classification of five datasets available
from the UCI Machine Learning Repository (2): Pima indians diabetes (Diabetes),
Haberman’s survival data (Haberman), Cleveland heart disease (Heart), hepatitis



Evaluating Membership Functions for Fuzzy Discrete SVM 193

domain (Hepatitis) and Bupa liver disorders (Liver). Among these datasets, Di-
abetes, Haberman and Liver contain only numerical attributes, whereas Hepatitis
and Heart include also categorical predictive variables, that were converted to nu-
merical values before computing the distance-based membership values.

Eight different classification methods have been compared on the five datasets
in terms of overall accuracy and sensitivity, defined as the percentage of correctly
classified positive examples. These methods were derived by combining fuzzy
SVM and fuzzy discrete SVM with the four membership functions considered: the
first based on the distance between the examples and the centroid of their own
class (DB1), as in (11); the second combining the distances from the centroids
of both classes (DB2), as in (12) and (13); the third based on the scores derived
by means of discrete SVM (SB), as in (14); the fourth using the frequency
assignment provided by the discrete SVM ensemble method (FB), as in (15).

Table 1. Accuracy (%) and sensitivity [%] results with five and ten-fold cross-validation

Method
Fuzzy discrete SVM Fuzzy SVM

Dataset DB1 DB2 SB FB DB1 DB2 SB FB

Diabetes 81.5 81.0 80.5 81.2 77.6 76.8 78.2 79.8

[74.1] [77.2] [74.1] [73.3] [62.4] [72.3] [68.0] [68.0]

Haberman 77.5 77.8 77.2 77.5 74.8 74.2 75.8 75.8

[46.0] [60.3] [58.4] [52.2] [32.2] [47.1] [38.9] [33.5]

Heart 84.1 83.8 82.6 83.5 83.1 82.9 81.6 83.5

[79.5] [79.3] [80.0] [79.8] [77.0] [77.6] [78.5] [78.5]

Hepatitis 84.5 83.0 83.2 84.5 76.0 73.0 82.7 84.5

[65.0] [70.0] [72.1] [78.0] [69.0] [54.0] [69.4] [70.0]

Liver 68.8 74.9 75.5 76.1 69.1 72.9 71.8 71.8

[70.0] [59.7] [66.7] [62.3] [71.3] [5.7] [55.0] [57.3]

Table 1 shows the accuracy and the sensitivity obtained for each method us-
ing ten-fold cross-validation for Diabetes, Heart and Liver. Due to their limited
size, five-fold cross-validation was applied on Haberman and Hepatitis. For all
methods a preliminary search was applied in order to select the most promising
combination of the parameters. The results for fuzzy SVM and fuzzy discrete
SVM were derived using the heuristic procedures proposed in (8; 12). More-
over, the membership function (FB) was based on the class values predictions
performed by an ensemble classifier composed by ten discrete SVM models.

From the results presented in table 1 some interesting issues can be pointed
out. With respect to fuzzy SVM, fuzzy discrete SVM appeared to be more ac-
curate. This remarks holds true for all the functions used to compute the mem-
bership values, except for the first distance-based function in the classification
of the Liver dataset. Hence, we may conclude that the effectiveness of fuzzy
discrete SVM has a mild dependence on the membership function adopted. In
terms of sensitivity analysis, on the Liver dataset fuzzy SVM performed better
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using DB1. As one might expect, none of the membership functions appeared
to be dominant, even if the functions relying on the Euclidean distance, DB1
and DB2, seemed to achieve the best trade-off between accuracy and sensitivity
for both fuzzy SVM and fuzzy discrete SVM. Notice that sometimes the use
of DB1 leads to a greater accuracy, whereas the highest sensitivity is obtained
using DB2, and viceversa. However, if we confine the attention to the overall ac-
curacy, the tests showed that the membership functions based on discrete SVM,
SB and FB, outperformed the distance-based ones, leading to a higher quality
classification for most datasets. Thus, they represent a powerful alternative to
the distance-based functions also for fuzzy SVM.
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Abstract. Different clustering algorithms are based on different similar-
ity or distance measures (e.g. Euclidian distance, Minkowsky distance,
Jackard coefficient, etc.). Jarvis-Patrick clustering method utilizes the
number of the common neighbors of the k-nearest neighbors of objects
to disclose the clusters. The main drawback of this algorithm is that its
parameters determine a too crisp cutting criterion, hence it is difficult
to determine a good parameter set. In this paper we give an extension
of the similarity measure of the Jarvis-Patrick algorithm. This extension
is carried out in the following two ways: (i) fuzzyfication of one of the
parameters, and (ii) spreading of the scope of the other parameter. The
suggested fuzzy similarity measure can be applied in various forms, in
different clustering and visualization techniques (e.g. hierarchical clus-
tering, MDS, VAT). In this paper we give some application examples
to illustrate the efficiency of the use of the proposed fuzzy similarity
measure in clustering. These examples show that the proposed fuzzy
similarity measure based clustering techniques are able to detect clus-
ters with different sizes, shapes and densities. It is also shown that the
outliers are also detectable by the proposed measure.

Keywords: fuzzy similarity measure, neighborhood relation, Jarvis-
Patrick clustering, VAT, MDS.

1 Introduction and Related Works

Cluster analysis is a powerful method of exploratory data analysis. The main goal
of clustering is to divide objects into well separated groups so that the objects
lying in the same group are more similar to one other than to the objects in other
groups. A large number of clustering techniques have been developed based on
different theories. Several approaches utilize the concept of cluster center or
centroid (k-means, k-medoid algorithms), other methods build clusters based on
the density of the objects (e.g. DBSCAN [6], OPTICS [2], LSDBC [4]) and a lot
of methods represent the objects as the vertices of graphs (e.g. Chameleon[11],
ROCK [7], Jarvis-Patrick algorithm [10]).
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c© Springer-Verlag Berlin Heidelberg 2007



196 A. Vathy-Fogarassy, A. Kiss, and J. Abonyi

1.1 Neighborhood Relations and the Jarvis-Patrick Clustering

Neighborhood graphs connect nearby points with a graph edge. There are many
clustering algorithms that utilize the neighborhood relationships of the objects.
For example, the use of minimal spanning trees (MST) [13] for clustering was ini-
tially proposed by Zahn [12]. The approach presented in [1] utilizes several neigh-
borhood graphs to find the groups of objects. Jarvis and Patrick [10] extended
the nearest neighbor graph with the concept of the shared nearest neighbors. In
[5] Doman et al. iteratively utilize the Jarvis-Patrick algorithm for creating crisp
clusters and then they fuzzify the previously calculated clusters. In [8] a node
structural metric has been chosen making use of the number of shared edges.

In the Jarvis-Patrick (JP) clustering two objects are placed in the same cluster
whenever they fulfill two conditions: (i) they must be in the set of each other’s
k-nearest neighbors; (ii) they must have at least l nearest neighbors in common.
The parameters (k and l) are determined by the users. If these parameters are
chosen inadequately, the clustering algorithm fails. Although, the Jarvis-Patrick
method is a non-iterative clustering algorithm, it is suggested to be run repeat-
edly with different k and l values to get a reasonable number and structure of
clusters. The main drawbacks of this method are: (i) decision criterion is very
rigid (the value of l) and (ii) it is constrained only by the local k-nearest neigh-
bors. To avoid these disadvantages we suggest a new similarity measure based
on the shared neighbors. The suggested fuzzy similarity measure takes not only
the k nearest neighbors into account, and it gives a nice tool to tune this l pa-
rameter based on visualization and hierarchical clustering methods that utilize
the proposed fuzzy similarity.

1.2 Visualization

It is a difficult challenge to determine the number of clusters. While cluster
validity measures give numerical information about the number of the clusters,
a low dimensional graphical representation of the clusters could be much more
informative. In the second case the user can cluster by eye and qualitatively
validate conclusions drawn from clustering algorithms.

Objects to be clustered are most often characterized by many parameters. The
multidimensional scaling methods (MDS) map the high-dimensional data objects
into a low-dimensional vector space by preserving the similarity information (e.g.
pairwise distance) of the objects. Applying an MDS on the objects makes it
possible to pick out the clusters visually.

Visual Assessment of Cluster Tendency (VAT) [3] is an effective visualization
method to reveal the number and the structure of clusters. It visualizes the pair-
wise dissimilarity information of N objects as a square image with N2 pixels.
VAT uses a digital intensity image of the reorganized inter-data distance matrix,
and the number of the dark diagonal blocks on the image indicates the number
of clusters in the data. The VAT algorithm includes the following main steps:
(i) reordering the dissimilarity data, (ii) displaying the dissimilarity image based
on the previously reordered matrix, where the gray level of a pixel is in connec-
tion with the dissimilarity of the actual pair of points. Although VAT becomes
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intractable for large data sets, the bigVAT [9] as a modification of VAT allows
the visualization for larger data sets, too.

The organization of this paper is as follows. In Section 2.1 and 2.2 the fuzzy
similarity measure is described. Section 2.3 outlines some application possibilities
of the fuzzy similarity measure. Section 3 contains application examples based
on synthetic and real life data sets to illustrate the usefulness of the proposed
similarity measure. Section 4 concludes the paper.

2 Fuzzy Similarity Measure Based on Cascade Shared
Neighbors

Let X = {x1,x2, . . . ,xN} be the set of the data. Denote xi the i-th object, which
consists of n measured variables, grouped into an n-dimensional column vector
xi = [x1,i, x2,i, ..., xn,i]T , xi ∈ Rn. Denote mi,j the number of the common
k-nearest neighbors of xi and xj . Furthermore, denote the set Ai the k-nearest
neighbors of xi. The Jarvis-Patrick clustering groups xi and xj in the same
cluster, if Equation (1) holds.

xi ∈ Aj and xj ∈ Ai and mi,j > l (1)

Because mi,j can be expressed as |Ai∩Aj |, where | • | denotes the cardinality,
the mi,j > l formula is equivalent with the expression |Ai ∩Aj | > l.

2.1 Fuzzy Similarity Measure

To refine this decision criterion we suggest a new similarity measure between the
objects. The proposed fuzzy similarity measure is calculated in the following way:

si,j =
|Ai ∩Aj |
|Ai ∪Aj |

=
mi,j

2k −mi,j
(2)

Equation (2) means that the fuzzy similarity measure characterizes the simi-
larity of a pair of objects by the fraction of the number of the common neighbors
and the number of the total neighbors of that pair. The fuzzy similarity measure
is calculated between all pairs of objects, and it takes a value from [0, 1]. The
si,j = 1 value indicates the strongest similarity between the objects, and the
si,j = 0 denotes that objects xi and xj are very different from each other. By
this similarity measure we have fuzzyfied the crisp parameter l.

2.2 Transitive Fuzzy Similarity Measure

To extend the scope of the k-nearest neighbors the calculation of the similarity
takes not only the directly connected k-nearest neighbors of xi, xj into account,
but it calculates with the cascade chain of the neighbors, too. Besides parame-
ter k, which determines the number of the neighbors to examine the computa-
tion of the fuzzy similarity measure includes another parameter t indicating the
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degree of the spread. The t = 1 value means that only the k-nearest neighbors
are considered. The t = 2 indicates that the second-order neighbors (k-nearest
neighbors of the k-nearest neighbors of the object) are also taken into account,
and so on. The effect of the higher degree shared neighbors become less and less.

The calculation of the transitive fuzzy similarity measure is an iterative process.
In each iteration step there is a t-order similarity measure (s(t)i,j ) calculated of two

sets of objects. In the case of t = 1 the s(1)i,j is calculated as the fraction of thenumber
of shared neighbors of the k-nearest neighbors of objects xi and xj and the total
number of the k-nearest neighbors of objects xi and xj . In this case Equation (2)
is obtained. Generally, s(t)i,j is calculated in the following way:

s
(t)
i,j =

|A(t)i ∩A(t)j |
|A(t)i ∪A(t)j |

, (3)

where set A(t)i denotes the t-order k-nearest neighbors of object xi, and A
(t)
j

respectively for xj .
In each iteration step the pairwise calculated fuzzy similarity measures are

updated based on the following formula:

s
,(t+1)
i,j = (1− α)s,(t)

i,j + αs
(t+1)
i,j , (4)

where α is the first-order filter parameter. The iteration process is proceeded
until t achieves the predefined value.

As a result of the whole process a fuzzy similarity matrix (S) will be given,
which summarizes the pairwise fuzzy similarity of the objects. The fuzzy distance
matrix (D) of the objects is obtained by the formula: D = 1 − S. As the fuzzy
similarity measure is special case of the transitive fuzzy similarity measure we
would use these terms as equivalent.

2.3 Application of the (Transitive) Fuzzy Similarity Measure

There are several ways to apply the previously introduced fuzzy similarity/dis-
tance matrix. For example, the hierarchical clustering methods work on sim-
ilarity or distance matrices. Generally, these matrices are obtained from the
Euclidian distances of pairs of objects. Instead of the other similarity/distance
matrices, the hierarchical methods can also utilize the fuzzy similarity/distance
matrix. The dendrogram not only shows the whole iteration process, but it can
also be a useful tool to determine the number of the data groups and the thresh-
old of the separation of the clusters. To separate the clusters we suggest to draw
the fuzzy similarity based dendrogram of the data, where the long nodes denote
the proper thresholds to separate the clusters.

The visualization of the objects may significantly assist in revealing the clus-
ters. Many visualization techniques are based on the pairwise distance of the
data. Because multidimensional scaling methods work on dissimilarity matrices,
this method can also be based on the fuzzy distance matrix. The VAT is an
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effective tool to determine the number of the clusters. Because VAT works with
the dissimilarities of the data, it can be also based on the fuzzy distance matrix.

The computation of the proposed fuzzy similarity measure includes three pa-
rameters. The choice of the value of these parameters has affect on the separation
of clusters. Lower values of parameter k (e.g k = 3) separate the clusters better.
By increasing value k clusters that overlap in some objects become more sim-
ilar. The higher the value of parameter t is, the higher the similarity measure
of similar objects become. The increase of the value t results in more compact
clusters. The lower the value of α, the less the affect of neighbors far away.

3 Application Examples

In this section some examples are presented to show the application of the pro-
posed fuzzy similarity measure. The first example is based on a synthetic data
set, and the second example deals with the visualization and clustering of the
well-known wine data set.

The synthetic data set contains 100 2-dimensional data objects. 99 objects are
partitioned in 3 clusters with different sizes (22, 26 and 51 objects), shapes and
densities, and it also contains an outlier. Figure 1(a) shows a relatively good re-
sult of the Jarvis-Patrick clustering applied on the normalized data set (k=8, l=4).
The objects belonging to different clusters are marked with different markers. It
can be seen that the algorithm was not able to identify the outlier object, and
therefore the cluster denoted with ’+’ markers is split into 2 clusters. To show
the complexity of this data set in Fig. 1(b) the result of the well-known k-means
clustering (k = 4) is also presented. The proposed fuzzy similarity was calculated
with different k, t and α parameters. Different runs with parameters k = 3 . . . 25,
t = 2 . . . 5 and α = 0.1 . . . 0.4 have been resulted in good clustering outcomes. In
these cases the clusters were easily separable and the clustering rate (the number
of well clustered objects/total number of objects) of 99 − 100% was obtained. If
a large value is chosen for parameter k, it is necessary to keep parameter t on a
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Fig. 1. Result of k-means and Jarvis-Patrick clustering on the normalized synthetic
data set
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Fig. 2. Different graphical representations of the fuzzy distances (synthetic data set)
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Fig. 3. Single linkage dendrogram based on the fuzzy distances (synthetic data set)

small value to avoid merging the outlier object with one of the clusters. The re-
sult of the MDS presentation based on the fuzzy distance matrix is shown in Fig.
2(a). The parameter settings here were k = 7, t = 3 and α = 0.2. It can be seen
that the calculated pairwise fuzzy similarity measures separate the 3 clusters and
the outlier well. Figure 2(b) shows the VAT representation of the data set based
on the single linkage fuzzy distances. The three clusters and the outlier are also
easily separable in this figure. To find the proper similarity threshold to separate
the clusters and the outlier we have drawn the single linkage dendrogram based
on the fuzzy distance values of the objects (Fig. 3). The dendrogram shows that
the value di,j = 0.75 (di,j = 1 − si,j) is a suitable choice to separate the clusters
and the outlier from each other. Applying the single linkage agglomerative hier-
archical algorithm based on the fuzzy similarities, and halting this algorithm at
the threshold di,j = 0.75 results in a 100% clustering rate. This toy example illus-
trates that the proposed fuzzy similarity measure is able to separate the clusters
with different sizes, shapes and densities, furthermore it is able to identify outliers.

The wine database (http://www.ics.uci.edu) consists of the chemical analysis
of 178 wines from three different cultivars in the same Italian region. Each wine
is characterized by 13 attributes, and there are 3 classes distinguished. Figure 4
shows the MDS projections based on the Euclidian and the fuzzy distances (k=6,
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Fig. 4. Different MDS representations of the wine data set

t=3, α=0.2). The figures illustrate that the fuzzy distance based MDS separates
the 3 clusters better. To separate the clusters we have drawn dendrograms based
on the single, average and the complete linkage similarities. Using these para-
meters the best result (clustering rate 96.62%) is given by the average linkage
based dendrogram, on which the clusters are uniquely separable.

4 Conclusion

In this paper we introduced a new fuzzy similarity measure that extends the sim-
ilarity measure of Jarvis-Patrick algorithm in two ways: (i) it takes into account
the far neighbors partway and (ii) it fuzzifies the crisp decision criterion of the
JP algorithm. We demonstrated through application examples that clustering
methods based on the proposed fuzzy similarity measure can discover outliers
and clusters with arbitrary shapes, sizes and densities.
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Abstract. In the paper we consider the problem of automatic fuzzy
rules mining. A new method for generation of fuzzy rules according to
the set of precedents is suggested. The proposed algorithm can find all
significant rules with respect to wide range of reasonable criterion func-
tions. We present the statistical criterion for knowledge quality estima-
tion that provides high generalization ability. The theoretical results are
complemented with the experimental evaluation.

Keywords: Data-mining, Artificial intelligence, Fuzzy sets, Knowledge
generation, Rules optimization.

1 Introduction

To the present time fuzzy logic has been applied in many areas of human knowl-
edge [15]. Fuzzy expert systems mainly operate in linguistic terms [11] which
often provide better understanding and managing the investigated process [18].
Such systems traditionally use a number of fuzzy sets and a knowledge base
which consists of fuzzy inference rules. System’s performance depends on the
lucky choice of fuzzy sets and rules appropriate for the current research field. It
often happens that experts can’t fully solve the problem with forming of fuzzy
sets and rules and hence we need an automatical routine for doing this. For this
purpose methods using neural networks [10,9], genetic algorithms [7,6], cluster-
ing [5] and others have been proposed. Unfortunately, these approaches have
some drawbacks:

– Most of those methods generate large sets of rules with relatively low signif-
icance that may overfit the data;

– The rules are generally of large dimension that leads to poor knowledge
interpretation and prevents an expert from deep understanding the process
being investigated;

– Neuro-fuzzy techniques are characterized by the dependence from initial ap-
proximation and large computation time needed for training;

– For clustering approach there is a need to determine number of clusters or
number of rules beforehand;

F. Masulli, S. Mitra, and G. Pasi (Eds.): WILF 2007, LNAI 4578, pp. 203–210, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



204 D. Kropotov and D. Vetrov

– In genetic approach there is a great number of parameters to be adjusted
by user and again large computation time (or even infinite time in case of
non-convergence) is demanded.

Also the following algorithms for fuzzy rules generation as decision lists [13]
and boosting [4,3] can be mentioned. In these algorithms rules are used conse-
quently for decision making. In practice consequent scheme makes the interpre-
tation of acquired knowledge for expert harder. The algorithms based on decision
trees [1,12,2] show good performance and are frequently used in practice. How-
ever, presentation of tree structure as a set of rules leads to great number of long
rules with very similar sumptions [12].

The goal of this paper is to establish an algorithm for rules generation which
avoids the mentioned drawbacks and constructs a little set of short informative
rules. In the next section different ways of representing fuzzy rules are considered.
Section 3 investigates criterion functions for determination of significant rules
and presents our algorithm. In section 4 experimental results and conclusion are
given.

2 Knowledge Presentation

Hereinafter suppose we are given objects with d real-valued features (indepen-
dent variables) and one unobserved dependent variable, which either takes values
in {1, . . . , l} for classification problem with l classes or takes real values for re-
gression problem. Suppose we are given training set {xi, yi}q

i=1, where xi ∈ Rd

and yi ∈ {1, . . . , l} or yi ∈ R, and we need to construct decision function and a
knowledge base about the process being studied.

Usually for knowledge presentation a set of “IF , THEN” rules is used [15].
Sumption of such rule is some logical expression with respect to fuzzy sets of
features. Let μA(x) be a membership function of fuzzy set A. Consider some
real-valued feature. From expert’s point of view this feature can be described as
ordered set of fuzzy sets, where each of them corresponds to some linguistic value.
For example, feature ”patient’s body temperature” can be represented by three
fuzzy sets with labels “Low”, “Medium” and “High”. In general case suppose
that for expert there exists some partition of feature axis which determines
approximate borders between different states. Each state corresponds to some
fuzzy set which is given by parametric membership function. Unimodal functions
such as trapeziums, bell-shaped functions and Gaussians are of popular choice.

Trapezium-shaped characteristic functions are simple and have intuitive in-
terpretation. However, such functions are not smooth, that makes difficult opti-
mization of approximate borders by using precedent information. To solve this
problem a set of Gaussians or bell-shaped functions can be used. A bell-shaped
function is given by the following expression:

μ(x; l, r, α, β) =
1

1 +
(
1
α − 1

) (x−(l+r)/2
(r−l)/2

)2β , α ∈ (0, 1), β ∈ N, l, r, x ∈ R, l < r.

(1)
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Here parameters l and r determine approximate borders of fuzzy set, coefficient
β controls fuzziness degree and α gives function value at borders l and r. When
β tends to infinity bell-shaped membership function determines characteristic
function of crisp set {x|l ≤ x ≤ r}.

In the following μ(x) can be considered as any unimodal characteristic func-
tion such as trapezium- or bell-shaped function.

3 Rule Generation

3.1 Significance Criterion Functions

Consider fuzzy rule R of the following form:

IF xi1 ∈M
j1
i1

& . . .&xir ∈M
jr

ir
,THEN y ∈ Nk (2)

Here Sump(R) = {M j1
i1
, . . . ,M jr

ir
} is sumption of the rule R, number r = Ord(R)

is called order of the rule, and res(R) = Nk is result set of the rule R. Denote
R∗ the set of all possible rules of type (2). The problem of rule generation is
in separation of some subset of rules R̃ from R∗ with respect to some criterion
function. Many known criterion functions can be formulated using notions of
representativeness and effectiveness.

Definition 1. Representativeness of rule R is the following value:

rep(R) =
1
q

q∑
i=1

min
(
μ

M
j1
i1

(xk
i1 ), . . . , μMjr

ir

(xk
ir

)
)

Definition 2. Effectiveness of rule R is the following value:

eff(R) =

q∑
i=1

min
(
μ

M
j1
i1

(xk
i1

), . . . , μMjr
ir

(xk
ir

), μNk(yk)
)

rep(R)q

In other words representativeness is implicitly the rate of precedents, which
satisfy sumption of the given rule while effectiveness is the rate of precedents
from sumption, which satisfy the rule itself. We intend to generate rules, which
have both high representativeness and effectiveness. More formally, a rule R ∈ R̃,
if C(rep(R), eff(R)) = 1, where C : [0, 1]2 → {0, 1} is a predicate of form:

C(v, w) =

{
1, if F (v, w) ≥ F0

0, otherwise,

here F : [0, 1]2 → R is criterion function and F0 is some threshold. The simplest
heuristic criterion function uses constant thresholds for representativeness and
effectiveness:

Ch(v, w) =

{
1, if v ≥ cr, w ≥ ce

0, otherwise
(3)
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In general it is clear that if a rule has low representativeness, it must have
high effectiveness in order to be significant and vice versa. Criterion function
which takes this assumption into account can be formulated using statistical
significance levels. The rule R is insignificant if the information that object
satisfies sumption of the rule provides no knowledge on its affiliation to the
result set of the rule. Check the following statistical hypothesis:

P{y ∈ Nk|x ∈ Sump(R)} = P{y ∈ Nk}

Without loss of generality suppose uniform prior probabilities: P{y ∈ N1} =
· · · = P{y ∈ N l} = 1/l. Examine the value qrep(R)eff(R). If the hypothesis is
right, we have n = rep(R)q Bernoulli trials with the probability of success equal
to s = 1/l. If ns is large enough, then according to Moivre-Laplace theorem this
distribution can be approximated with a normal distribution with mean ns and
variance ns(1− s):

eff(R) ∼ N
(
s,
s(1− s)

n

)

Thus statistical criterion function becomes F s(rep, eff) = (leff−1)
/(√

l−1
qrep

)
.

The necessary significance threshold F0 for some level of significance α is a
fractile of standard normal distribution zα. Statistical criterion as well as other
known criterions for determination of significant rules are presented on figure 1.
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Fig. 1. Different criterion functions can be expressed in terms of representativeness
and effectiveness. Rules lying above the presented curves are supposed to be significant
due to corresponding criterion.

Statistical criterion has a strong theoretical ground in case of crisp sets, i.e.
when characteristic functions of all sets equal to either 1 or 0. In fuzzy case
this criterion is supposed to be true but its justification requires larger efforts.
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However, in practice it shows good results and thus can be used effectively for
constructing fuzzy rules as well.

In order to obtain a valid criterion for fuzzy case suppose a distribution of
characteristic function values for some rule R

G(t) = P{μR(x) < t}.

Then we may construct empirical cumulative distribution functions G′(t) and
G′′(t) using training objects with yi ∈ res(R) and yi �∈ res(R) respectively.
Kolmogorov-Smirnov non-parametric statistical test allows us to check if there
is sufficient reason to suppose that G′(t) and G′′(t) correspond to different dis-
tributions with predefined confidence level.

Many other possible predicates for identification of significant rules based on
effectiveness and representativeness notions can be found in literature . Entropy-
based criterion and exact Fisher test [17] can serve as examples.

Definition 3. Criterion function F satisfies monotonicity condition if ∀(v0, w0) :
F (v0, w0) ≥ F0 the following is true:

– ∀v > v0 F (v, w0) ≥ F (v0, w0),
– ∀w > w0 F (v0, w) ≥ F (v0, w0).

Monotonicity condition is some natural restriction for criterion function selec-
tion. Suppose some significant rule with representativeness v and effectiveness
w has quality F (v, w). A rule with the same representativeness and higher effec-
tiveness must have at least the same quality. In the same manner a rule which
provides the same effectiveness but at higher representativeness level must have
at least the same quality as F (v, w). However, the following theorem is true:

Theorem 1. Heuristical, statistical, Kolmogorov-Smirnov, entropy-based, and
exact Fisher criterion functions satisfy monotonicity condition.

So all considered criterion functions satisfy natural monotonicity restriction.

3.2 Effective Restrictions Method for Rule Generation

Definition 4. Value α ≥ 0 is called a characteristic of predicate C : [0, 1]2 →
[0, 1], if the following is true:

– ∀(v, w) ∈ [0, 1]2 : C(v, w) = 1⇒ vw ≥ α
– ∀ε > 0 ∃(v, w) ∈ [0, 1]2 : C(v, w) = 1, vw < α+ ε

Definition 5. Predicate Cα : [0, 1]2 → [0, 1] with characteristic α is called a
maximal one, if for any other predicate C′ : [0, 1]2 → [0, 1] with characteristics
α ∀(v, w) ∈ [0, 1]2 : C′(v, w) = 1 ⇒ Cα(v, w) = 1.

Definition 6. Rule Rb is a restriction of rule Ra (Rb ⊂ Ra) if two conditions
are satisfied:
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– res(Ra) = res(Rb)
– Sump(Ra) ⊂ Sump(Rb)

During restriction of a rule representativeness becomes lower while the effective-
ness may increase. In latter case we will call restriction an effective one.

Suppose we are given fuzzy partitions of all features I1, . . . , Id, rules’ result
set Nk and some predicate C with characteristics α ≥ α0 > 0. Denote

c∗r = inf{v ∈ [0, 1]|∃w ∈ [0, 1] : C(v, w) = 1}

An algorithm given below (effective restrictions method) finds all significant
rules of minimal possible order according to training set with respect to any
criterion function with positive characteristics. The algorithm is based on linear
search over the rules order.

Step 1. Construct all possible rules of the first order

R(1) = {R ∈ R∗|res(R) = Nk, Sump(R) = M ji

i , ji = 1, ni, i = 1, d}

Step 2. Reject all rules with low representativeness, i.e.R(2) = {R ∈ R(1)|rep(R)
≥ c∗r}.

Step 3. Reject all rules that will not become significant even after the most
effective restriction:

R(3) = {R ∈ R(2)|Cα0(rep(R), eff(R)) = 1}

where Cα0 is maximal predicate with characteristic α0.
Step 4. If no rules remained then go to step 6. Otherwise examine the effec-

tiveness of residuary rules. If C(rep(R), eff(R)) = 1 then the rule is
significant and should be moved to the list of final rules:

R̃ = R̃ ∪ {R ∈ R(3)|C(rep(R), eff(R)) = 1}
R(4) = {R ∈ R(3)|C(rep(R), eff(R)) = 0}

Step 5. All other rules (if any) are used for restrictions in the following way.
Sumption of any rule being restricted should be a subset of any other
two rules, which are being restricted to the same rule of higher order:

R(5) = {R ∈ R∗|res(R) = Nk, Sump(R) = Sump(R1)∪Sump(R2), R1, R2 ∈ R(4),

Ord(R) = Ord(R1) + 1, ∀R+ : R ⊂ R+, Ord(R+) = Ord(R) − 1 ⇒ R+ ∈ R(4)}
(4)

In other words, the union of sumptions of any two rules, which are
restricted to the same rule of higher order, is exactly the sumption of
this new rule. If no new rules got, then go to step 6. Otherwise set
R(1) = R(5) and go to step 2.

Step 6. If all result sets were examined then stop working, otherwise increase k
by one and go to step 1.
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Theorem 2. Effective restrictions method constructs all significant rules of
minimal order for any predicate C with positive characteristic, i.e.

R̃ = {R ∈ R∗|C(rep(R), eff(R)) = 1, ∀R′ ⊃ R⇒ C(rep(R′), eff(R′)) = 0}

The use of trapezium-shaped membership functions leads to continuous outputs
with respect to continuous inputs. In case of bell-shaped functions the outputs
are smooth (i.e. second derivative of output with respect to the inputs can be
computed). These properties of outputs make it possible to optimize fuzzy par-
tition adjusting it to the training data using first (in case of continuous outputs)
and second order (in case of smooth outputs) optimization methods.

4 Experiments

The proposed algorithm was tested on a set of classification problems. For knowl-
edge presentation bell-shaped membership functions with further borders opti-
mization using training set were used. Results of proposed technique (ExSys)
were compared with q-nearest neighbors (QNN), support vector machines (SVM)
[16], committee of linear classificators (LM) [14], test algorithm (TA) [19], lin-
ear Fisher discriminant (LDF), multi-layer perceptron (MLP) and neuro-fuzzy
approach ANFIS [8,9] on 4 classification problems. The first was melanoma di-
agnostics (3 classes, 33 features, 48 objects in the training set, 32 objects in
the test set), the second problem was speech phoneme recognition (2 classes,
5 features, 2200 objects in the training sample, 1404 in the testing set), the
third task was drug intoxication diagnostics (2 classes, 18 features, 450 objects
in the training sample and 450 in the testing set) and the last one was artificial
task with mixture of Gaussian distributions (2 classes, 2 features, 200 objects in
the training set, 5000 objects in the test set). The results of experiments (per-
cent of correctly classified objects in the independent test sample) are shown
in Table 1. For ANFIS and ExSys also number of generated rules are given
in brackets. For Melanoma task ANFIS failed to train due to out of memory
error.

Table 1. Accuracy on test set for several problems

Method Melanoma Phoneme Drug intoxication Mixture
MLP 65.6 78.2 77.5 29.4

LDF 56.3 77.4 77.5 26.7

TA 62.5 65.5 65.7 25.3

LM 50.0 77.2 79.3 26.8

SVM 59.4 77.4 83.1 27.6

QNN 62.5 74.6 80.2 21.9

ANFIS NaN (> 108
) 77.2 (3125) 78.4 (∼ 106

) 24.0 (25)

ExSys 68.7 (186) 77.5 (15) 84.4 (44) 26.1 (20)
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Based on experiments we may conclude that our method provides compara-
ble performance with popular classification algorithms. It can also be used for
understanding the nature of process by analyzing the set of generated rules. The
effective restrictions method is applicable to the wide range of criterion functions
with the only requirement to have positive characteristics.
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Technology, Wybrzeże Wyspiańskiego 27, 50-370 Wroc�law, Poland

{barbara.gladysz,dorota.kuchta}@pwr.wroc.pl

Abstract. The paper proposes three fuzzy regression models - concern-
ing temperature and electricity load - based on real data. In the first two
models the monthly temperature in a period of four years in a Polish city
is analyzed. We assume the temperature to be fuzzy and its dependence
on time and on the temperature in the previous month is determined. In
the construction of the fuzzy regression models the least square methods
was used. In the third model we analyze the dependence of the daily elec-
tricity load (assumed to be a fuzzy number) on the (crisp) temperature.
Outliers, i.e. non-typical instances in the observations are identified, us-
ing a modification of an identification method known from the literature.
The proposed method turns out to identify the outliers consistently with
the real meaning of the experimental data.

1 Introduction

In this paper we propose to apply fuzzy regression to temperature and electric-
ity load. Because of the variability of these data, fuzzy approach seems quite
suitable. The models we construct, using real data, can be used to predict tem-
perature and electricity load for analogous periods in the future.

While constructing regression models, one encounters often the problem of
outliers - non-typical observations, which may distort the model, especially if
they occurred only single time and should have no influence on future prediction.
It is thus very important to identify the outliers and then try to explain their
occurrence, trying to find out whether they have a chance to repeat themselves or
rather not. There are several methods of outliers identification. Here we propose a
modification of a method known from the literature. In two models clear outliers
are identified. In one of the cases it is possible to see clearly their nature, in the
other case more historical data would be necessary to interpret them.

2 Basic Notions

In the paper we will use the notions of a fuzzy number, representing an unknown
magnitude, which can take on various values with various possibility degrees. A
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fuzzy number will be denoted by means of capital letters with a ˜(e.g. Ã). It is
defined by its membership function μ

�A : * → [0, 1], [4].
We will use a special type of fuzzy numbers: triangular fuzzy numbers Ã

defined by the following membership function

μ
�A(t) =

⎧⎪⎪⎨
⎪⎪⎩

0 for x < a
1− a−x

a−a for a ≤ x < a

1− x−a
a−a for a ≤ x < a

0 for x > a

(1)

Triangular fuzzy numbers Ã with membership function (1) will be denoted as
a triple (a, a, a). Number a will be called centre of Ã and values p = a− a and
q = a− a left and right spread, respectively.

Addition of two triangular fuzzy numbers,of a triangular fuzzy number and
a crisp number and scalar multiplication of a triangular fuzzy number can be
defined as follows:

Ã+ B̃ = (a, a, a) +
(
b, b, b

)
; r + Ã = (r + a, r + a, r + a) ; rÃ = (ra, ra, ra)

In the literature there are several definitions of the mean value (m) of a
fuzzy number. We will use the one of Yager [1]. For a triangular fuzzy number
Ã = (a, a, a) the Yager’s mean value is defined as

m = a+ [(a− a)− (a− a)] /4 (2)

There are several distance measure between two fuzzy numbers . We will use
the following one for two triangular fuzzy numbers Ã = (a, a, a) , B̃ =

(
b, b, b

)
:

d2
(
Ã, B̃

)
= w1 [(a− a)− (b − b)]2 + w2 [a− b]2 + w3

[
(a− a)−

(
b− b

)]2
(3)

where: w1, w2, w3 are given positive weights.

3 Fuzzy Regression Analysis of Air Temperature in a
Polish City

3.1 Input Data

The climate in Poland belongs to the temperate zone with the average of 97 inso-
lation days annually (which gives 2328 hours). The average annual temperature
in Wroclaw ranges from −30oC to 19oC. The hottest month is September and
the coldest is January. The temperature increases from January till September
to take the reverse course from September to January.

The temperature from January 2000 to September 2004 has been analysed.
The observed monthly temperature throught this period have been assumed to
fuzzy. The data has already been pre-processed to get the observed data in the
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fuzzy form Ỹt =
(
yt, yt, yt

)
. The original data (taken from statistical annuals of

the city of Wroclaw [12] ) comprised the minimal temperature value in moment
t, (t = 1, 2, ..., 57) (yt ), the maximal temperature value in moment t (yt ) and a
mean value of the temperature of the moment t (mt ). We assumed the temper-
ature in a moment t to be a triangular fuzzy number

(
yt, yt, yt

)
. The centre yt

has been calculated from (2).
In the next sections three polynomial fuzzy regression models of tempera-

ture with fuzzy output and crisp input will be presented. The forth degree of
the polynomial was selected because it gave the best results. The parameters of
models will vary from one model to another.

Throughout the paper we will use the following notation: xt - number of
month in year in moment t (crisp input data), k - the polynomial’s degree, t -
time’ index, n = 57- number of observations.

3.2 ”Ordewise” Polynomial Regression Model of Temperature

Here we consider the model proposed by D’Urso and Gastaldi and its modifi-
cation with respect to the criterion used. The model proposed in [13] has the
following form:

– center polynomial model: ŷt = a0 + a1xt + a2x
2
t + . . .+ akx

k
t + εt,

– left spread polynomial model: ŷt − ŷt
= d+ c

(
a0 + a1xt + . . .+ akx

k
t

)
+ λt,

– right spread polynomial model: ŷt− ŷt = h+g
(
a0 + a1xt + . . .+ akx

k
t

)
+ρt,

where: a0, a1, . . . , ak, c, d, h, g - crisp regression parameters,
εt, λt, ρt- residuals.

The parameters of regression model are found by minimizing the sum of dis-
tances between the observations and aapproximated temperature over the whole
period for which we have the historic data:

D2 (a0, a1, . . . , ak, c, d, h, g) =
57∑

t=1

w1ε
2
t + w2λ

2
t + w3ρ

2
t =

57∑
t=1

d2
(
Ỹt,

ˆ̃
Yt

)
(4)

subject to:

d+ c
(
a0 + a1xt + . . .+ akx

k
t

)
≥ 0, h+ g

(
a0 + a1xt + . . .+ akx

k
t

)
≥ 0

where: ˆ̃
Yt =

(
ŷ

t
, ŷt, ŷt

)
=(

−d+ (1− c)
(
a0 + . . .+ akx

k
t

)
, a0 + . . .+ akx

k
t , h+ (g − 1)

(
a0 + . . .+ akx

k
t

))
-

approximated temperature Ỹt =
(
yt, yt, yt

)
in moment t.

The minimal value of D2 (a0, a1, . . . , ak, c, d, h, g) over a0, a1, . . . , ak, c, d, h, g
is called the distance fuzzy least square.

Solving (4) with w1, w2, w3 = 1/3 gives the following approximate of parame-

ters (center and spreads) of fuzzy temperature ˆ̃
Yt in month xt ∈ {1, 2, . . . , 12} [6]:
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ŷt = 4, 17− 6, 6xt + 3, 45x2t − 0, 42x3t + 0, 015x4t ,
ŷt − ŷt

= −14, 69 + 0, 58
(
4, 17− 6, 6xt + 3, 45x2t − 0, 42x3t + 0, 015x4t

)
,

ŷt − ŷt = 11− 0, 785
(
4, 17− 6, 6xt + 3, 45x2t − 0, 42x3t + 0, 015x4t

)
.

The polynomial degree was determined on the basis of the determination

coefficient value R2 =
∑n

t=1 d
2
( ˆ̃
Yt, Ỹ

)
/d2

(
Ỹt, Ỹ

)
, where Ỹ = 1/n

∑n
t=1 Ỹt.

For the forth degree polynomial it assumed the largest value: R2 = 0, 63. From
the polynomial regression form it follows that the January temperature can
be modelled as a triangular fuzzy number (−13.9oC, 0.6oC, 11.3oC), and the
changes of the temperature which is certain to the highest degree (1) can be
described with a 4th degree polynomial. The spreads widths of the fuzzy number
which models the temperature depend linearly on this most certain temperature.
The width of the left spread is−14, 69+0, 58ŷt , that of the right one: 11−0, 785ŷt

. Thus, the spread widths are between the values 10,2 oC do 14,5 oC, where the
left spread is the widest for the winter months and the narrowest for the summer
ones, and the right spread the other way round. Figure 1 (the diagram on the left-
hand side) shows the corresponding data for 12 months, showing

(
ŷ

t
, ŷt, ŷt

)
(the

three curves) and gathering for each month the respective values observed(the
maximal, centre and minimal) from all the years.

Analyzing the influence of the weights w1, w2, w3 on the model form and on the
adaptation of the model to the observations it was stated that the determination
coefficient is the higher the higher is the value of the weight w1, i.e. the weight
linked to the fuzzy number center.

3.3 Autoregressive Model with Fuzzy Data of Temperature

In this section we will build the autoregressive linear model of temperature using
fuzzy input and output data. Here the temperature of a month will be made
dependent on the temperature in the previous month.

ˆ̃
Y t = a0 + a1Ỹt−1 (5)

where: ˆ̃Yt =
(
ŷ

t
, ŷt, ŷt

)
- approximated fuzzy output data of temperature for

t-moment, t = 2, 3, ..., 57; a0, a1 - crisp parameters.
The parameters of regression model are found by minimizing the distance

between the observations and their approximations, [3].

D2 (a0, a1) =
∑

t

d2
(
Ỹt, a0 + a1Ỹt−1

)
(6)

In this model two types of segments can be distinguished: the first one for
the periods from February to August and the second one for the periods from
September to January. Such a segmentation of the model is a consequence of a
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different temperature behaviour (increasing and decreasing tendency) in those
periods. The resulting regression model takes the following form:

ˆ̃
Y t =

{
3, 94 + 0, 91Ỹt−1, for t ∈ T1
−4, 21 + 0, 93Ỹt−1, for t ∈ T2

where:
T 1 = {t : t = 2 + 12k, 3 + 12k, 4 + 12k, 5 + 12k, 6 + 12k, 7 + 12k, 8 + 12k},
T 2 = {t : t = 9 + 12k, 10 + 12k, 11 + 12k, 12 + 12k, 1 + 12k, 57; },k=0, 1, 2, 3, 4

The determination coefficient for the autoregressive model of temperature
equals 0, 77 for the months since February till August and R2 = 0, 61 for the
months since September till January. In Figure 1 (the diagram on the right-
hand side) we can see the results of the model. Of course, in the above model we

Fig. 1. The results obtained by means of polynomial and autoregressive models of tem-

perature: the three curves represent
�
ŷ

t
, ŷt, ŷt

�
- the approximated fuzzy temperature,

the backgrounds show the observed values

get various ˆ̃
Y t for the given month for different years. We use triangular fuzzy

numbers, thus the prediction for a given month of the year takes the form of a
triple (minimal possible value, center value, maximal possible value). The center
value and the values around it are those whose occurrence is highly possible, the
extreme values show the limits - the values which are possible to a low degree.

4 Regression Model of Electricity Load as a Function of
Temperature for December

The problem of fuzzy regression of electricity loadwas considered among others in
[5], [8], [11]. From the results presented above it follows that the temperature in
the period September - December shows a descending tendency. In this section
we will examine what influence, if any, has the temperature decrease on the
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electricity load. The calculations will be carried out for December 1998.In this
case the data in the model are as follows:

– Ỹt =
(
yt, yt, yt

)
- the electricity load during the t-th day in December: the

fuzzy number approximated on the basis of the minimal, maximal and aver-
age daily electricity load, similarly as the fuzzy number for the temperature
in section 3.1,

– xt - the minimal temperature during the t-th day - crisp number
– t = 1, 2, . . . , 31 - the consecutive days of December

Estimating the linear fuzzy regression model according to (4) with w1, w2,
w3 = 1/3 we get the following equation

ŷt = 256333, 37− 1212, 92xt

ŷt − ŷt
= 42444, 0 + 0, 03 (256333, 37− 1212, 92xt)

ŷt − ŷt = 11258, 6 + 0, 24 (256333, 37− 1212, 92xt) (7)

The determination coefficient for this model equals 0, 63. The input data and

Fig. 2. Dependency of electricity load on the temperature and electricity load in the
consecutive days of December(the data and their extrapolation)

the extrapolation results are presented in Figure 2. The diagram on the left-
hand side presents the regression model of the dependency of the electricity load
on temperature and the observation values

(
yt, yt, yt

)
. In the diagram in the

right-hand side the observed electricity load values and their extrapolation in
consecutive December days are shown.

5 Outliers Detection

It can be observed in Figure 2 that the fitting of the model is not identical
in various days of the month. Thus, let us try to determine the outliers. The
problem of outliers in fuzzy regression is treated in many papers. In [7], [9], [10]
the multicriteria programming was used to identify a regression which would be
insensitive to outliers. Here, like in [2], we will determine the outliers basing
ourselves on a measure which measures the non-typicality of an observation for a
ready regression. In [2] a complex non-typicality measure for a single observation
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was used, we will use three indicators: for the modal, the left and the right spread.
We say that an observation is an outlier if

|yt − ŷt| > ms̄y or∣∣∣(yt − yt

)
−

(
ŷt − ŷt

)∣∣∣ > ms̄L or∣∣(yt − yt)−
(
ŷt − ŷt

)∣∣ > ms̄R (8)

where: s̄y =
√∑n

t=1 (yt − ŷt)
2 /n, s̄L =

√∑n
t=1

[(
yt − yt

)
−

(
ŷt − ŷt

)]2
/n,

s̄R =
√∑n

t=1

[
(yt − yt)−

(
ŷt − ŷt

)]2
/n,

m - a parameter, which can assume values 2, 2.5, 3.
In our example, taking m=2, the Christmas days (the 25 and 26 of December),

all the December Sundays and the days just before Christmas (the 22 and 23
of December) and just before the New Year’s Eve (the 30 of December) were
identified as outliers. The results show that the method of outliers identification
proposed here is effective: holidays and Sundays are non-typical days of the
year with respect to the electricity load (small electricity load), and the days
just before holidays have a high electricity load . If we assume two additional
explanatory variables: ht, taking value 1 for Sundays and the Christmas days and
0 for the other December days and st, taking value 1 for the days immediately
preceding holidays and 0 for the other December days, we obtain the following
model for the electricity load:

ŷt = 268802, 5− 393, 1xt − 46516, 1ht + 13400, 6st

ŷt − ŷt
= −115243, 6 + 0, 6 (268802, 5− 393, 1xt − 46516, 1ht + 13400, 6st)

ŷt − ŷt = 3261, 1 + 0, 3 (268802, 5− 393, 1xt − 46516, 1ht + 13400, 6st) (9)

The determination coefficient R2 for this model is equal to 0,62, while for the
model (7) R2 = 0, 08.

The application of the same non-typicality measures to identify outliers in
polynomial regression model lead to the conclusion that January 2003 had a
non-typical temperature (the left spread of the fuzzy number). For m=3 January
2003 remained an outlier for various values of the coefficients w1, w2, w3. In the
case of the autoregression model of temperature no outliers were identified for
m=3.

6 Conclusions

Three fuzzy regression models were considered. In the first two ones the temper-
ature variability in the period of four years was examined, in the third one the
temperature influence on electricity load. In all the three models the problem of
outliers was considered. They were identified using a modification of a method



218 B. G�ladysz and D. Kuchta

known from the literature. The modification consists in using three parameters
instead of two - the additional parameter is the modal of the fuzzy number.
Further research is planned to provide more evidence of the reliability of the
proposed method, concerning above all the problems of electricity load.

Of course, many other methods can be used to idetity outliers: other regresion
models or e.g. neutral neutworks. The authors have tried the classical and robust
regression, but they did not identify the outliers correctly in the case discussed
here. Further research is needed to find out which otliers detection method would
be the best.
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Abstract. In this paper we propose the Possibilistic C-Means in Fea-
ture Space and the One-Cluster Possibilistic C-Means in Feature Space
algorithms which are kernel methods for clustering in feature space based
on the possibilistic approach to clustering. The proposed algorithms re-
tain the properties of the possibilistic clustering, working as density esti-
mators in feature space and showing high robustness to outliers, and in
addition are able to model densities in the data space in a non-parametric
way. One-Cluster Possibilistic C-Means in Feature Space can be seen also
as a generalization of One-Class SVM.

1 Introduction

In the last few years, some applications of kernel methods [1] to clustering tasks
have been proposed. Kernel approach allows us to implicitly map patterns into
a high feature space where the cluster structure is possibly more evident than
in the original data space. In the literature, kernels have been applied in clus-
tering in different ways. We can be broadly classify these approaches in three
categories, which are based respectively on the: (a) kernelization of the metric
(see, e.g., [9,12]); (b) clustering in feature space (see, e.g., [11]); (c) description
via support vectors (see, e.g., [4]). The first two keep the concept of centroid as
a prototype of a cluster as it is in K-Means. Methods based on kernelization of
the metric look for centroids in input space and the distance between patterns
and centroids is computed through kernels. Clustering in feature space is made
by mapping each pattern in feature space and then computing centroids in this
new space. The description via support vectors is used in the One-Class Support
Vector Machine (One-Class SVM) algorithm [4] that finds a hypersphere with
minimal radius in the feature space able to enclose almost all data excluding
outliers. When we go back to the input space, this hypersphere corresponds to
a non-linear and possibly non-connected surface separating clusters. A labeling
procedure is then applied in order to group the patterns lying in the same cluster
in data space.

In this paper we present the Possibilistic C-Means in Feature Space (PCM-
FS) and the One-Cluster Possibilistic C-Means in Feature Space (One-Cluster
PCM-FS) algorithms, which are two novel kernel methods for clustering in fea-
ture space based on the possibilistic approach to clustering [5,6]. The proposed

F. Masulli, S. Mitra, and G. Pasi (Eds.): WILF 2007, LNAI 4578, pp. 219–226, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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algorithms retain the properties of the possibilistic approach to clustering, work-
ing as density estimators in feature space and showing high robustness to out-
liers, and in addition they are able to model densities in the data space in a
non-parametric way. Note that previous kernel approaches to possibilistic clus-
tering [12,10,7] are based on the kernelization of the metric.

One-Cluster PCM-FS can be seen also as a generalization of One-Class SVM as
it is able to find a family of minimum enclosing hyperspheres in feature space; each
of such hyperspheres can be obtained by simply thresholding the memberships.

The paper is organized as follows: Section 2 sketchs the main aspects of the
PCM algorithm, in Sections 3 and 4 we introduce the PCM-FS and the One-
Cluster PCM-FS while in Sections 5 and 6 we present some experimental results
and the conclusions.

2 Possibilistic C-Means

Let U be the membership matrix, where each element uih (uih ∈ [0, 1]) repre-
sents the membership of the h-th pattern (h = 1, 2, . . . , n) to the i-th cluster
(i = 1, 2, . . . , c). In the possibilistic clustering framework [5], memberships uih

can be interpreted of as degrees of typicality of patterns to clusters. To this
aim, in the possibilistic clustering framework we do we relax the usual proba-
bilistic constraint on the sum of the memberships of a pattern to all clusters
(i.e.,

∑c
i=1 uih = 1) that applies, e.g., to the Fuzzy C-Means (FCM) [3], to this

minimal set of constraints:

uih ∈ [0, 1] ∀i, h (1)

0 <
n∑

h=1

uih < n ∀i (2)

∨
i

uih > 0 ∀h. (3)

Roughly speaking, these requirements simply imply that clusters cannot be
empty and each pattern must be assigned to at least one cluster.

There are two formulations of the Possibilistic C-Means (PCM) algorithm [5],
[6]. Here we consider the latter which attempts to minimize the following func-
tional:

J(U, V ) =
n∑

h=1

c∑
i=1

uih‖xh − vi‖2 +
c∑

i=1

ηi

n∑
h=1

(uih ln(uih)− uih) (4)

with respect to U and the set of centroids V = {v1, . . . ,vc}. The first term
of J(U, V ) is the expectation of distortion, while the latter is an entropic term
which allows us to avoid the trivial solution with all memberships equal to zero.
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Setting the gradient of J(U, V ) with respect to the uih and vi to zero we
obtain:

uih = exp
(
−‖xh − vi‖2

ηi

)
(5)

vi =

n∑
h=1

uihxh

n∑
h=1

uih

(6)

To perform the optimization of J(U, V ) we apply the Picard iterations method,
by simply iterating Eq.s 5 and 6. Each iteration consists of two parts: in the
first one the centroids are kept fixed and the memberships are modified using
Eq. (5), while in the second one we keep the memberships fixed and update the
centroids using Eq. (6). The iteration ends when a stop criterion is satisfied,
e.g., memberships change less than an assigned threshold, or when no significant
improvements of J(U, V ) are noticed. The constraint on the memberships uih ∈
[0, 1] is satisfied given the form of Eq. 5.

The parameter ηi regulates the tradeoff between the two terms in Eq. 4 and
is related to the width of the clusters. In [5,6], the authors suggest to estimate
ηi using a weighted mean of the intracluster distance of the i-th cluster:

ηi = γ

n∑
h=1

uih‖xh − vi‖2

n∑
h=1

uih

(7)

where the parameter γ is typically set to one. The parameter ηi can be updated at
each step of the algorithm or can be fixed for all iterations. The former approach
can lead to instabilities since the derivation of the algorithm have been obtained
considering ηi fixed. In the latter a good estimation of ηi can be obtained only
when starting from a preliminary solution of the clustering solution, given, e.g.,
from an algorithm based on the probabilistic constraint, such as the FCM. For
this reason often the PCM is usually applied as a refining step for a clustering
procedure.

Note that the lack of of competitiveness among clusters due to the relaxation
of the probabilistic constraints makes the PCM approach equivalent to a set of
c independent estimation problems that can be solved one at a time through c
independent Picard iterations of Eq. 5 and Eq. 6, i.e., one for each cluster.

The main drawback for the possibilistic clustering, as well as for most cen-
tral clustering methods, is its inability to model in a non-parametric way the
density of clusters of generic shape (parametric approaches such as Possibilistic
C-Spherical Shells [5], instead, have been proposed).
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3 Possibilistic Clustering in Feature Space

In order to overcome this limit, we propose the Possibilistic C-Means in Feature
Space (PCM-FS) algorithm. It is based on a kernelization of the PCM obtained
by applying a mapping Φ from the input space S to a high dimensional feature
space F (Φ : S → F) to the patterns, and applying the PCM to them in the
new space F . The objective function to be minimized becomes:

JΦ(U, V Φ) =
n∑

h=1

c∑
i=1

uih‖Φ(xh)− vΦ
i ‖2 +

c∑
i=1

ηi

n∑
h=1

(uih ln(uih)− uih) . (8)

Note that the centroids vΦ
i of PCM-FS algorithm lie in the feature space. We

can minimize JΦ(U, V Φ) by setting its derivatives with respect to vΦ
i and uih

equal to zero, obtaining:

vΦ
i =

n∑
h=1

uihΦ(xh)

n∑
h=1

uih

= bi

n∑
h=1

uihΦ(xh), bi ≡
(

n∑
h=1

uih

)−1
(9)

uih = exp
(
−‖Φ(xh)− vΦ

i ‖2
ηi

)
. (10)

In principle, Eq.s 9 and 10 can be used for a Picard iteration minimizing
JΦ(U, V Φ), but as Φ is not known explicitly, we cannot compute directly them.
Despite this, if we consider Mercer Kernels [2] (symmetric and semidefinite ker-
nels) which can be expressed as a scalar product:

K(xi,xj) = Φ(xi) · Φ(xj), (11)

this relation holds (kernel trick [1]):

‖Φ(xi)− Φ(xj)‖2 = K(xi,xi) +K(xj ,xj)− 2K(xi,xj). (12)

This allows us to obtain an update rule for the memberships by substituting
Eq. 9 in Eq. 10:

uih = exp

[
− 1
ηi
·
(
khh − 2bi

n∑
r=1

uirkhr + b2i

n∑
r=1

n∑
s=1

uiruiskrs

)]
. (13)

Note that in Eq. 13 we introduced the notation kij = K(xi,xj). The Picard iter-
ation then reduces to the iterative update of the memberships only using Eq. 13,
ending when an assigned stopping criterion is satisfied (e.g., when memberships
change less than an assigned threshold, or when no significant improvements of
JΦ(U, V Φ) are noticed).
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Concerning the parameters ηi, we can applying in the feature space the same
criteria suggested for the PCM (Eq. 7) obtaining in such a way:

ηi = γ bi

n∑
h=1

uih

(
khh − 2bi

n∑
r=1

uirkhr + b2i

n∑
r=1

n∑
s=1

uiruiskrs

)
(14)

The parameters ηi can be estimated at each iteration or once at the beginning
of the algorithm. In the latter case the initialization of the memberships, that
allows to provide a good estimation of the ηi, can be obtained as a result of a
Kernel Fuzzy c-Means [11].

Note that if we chose a linear kernel kij = xi · xj the PCM-FS reduces to the
standard PCM, i.e., using a linear kernel is equivalent to put Φ ≡ I, where I is
the identity function. In the following, we will use a Gaussian kernel:

kij = exp
(
−‖xi − xj‖2

2σ2

)
(15)

for which
‖Φ(xi)‖2 = Φ(xi) · Φ(xi) = kii = 1. (16)

As a consequence, patterns are mapped by the Gaussian kernel from data
space to the surface of a unit hypersphere in feature space.

Centroids in the feature space vΦ
i are not constrained to the hyperspherical

surface as mapped patterns; therefore, centroids lie inside this hypersphere, and
due to the lack of competitiveness between clusters (that characterizes the pos-
sibilistic clustering framework), centroids of PCM-FS often collapse into a single
one, with slight dependency on the value of the cluster spreads ηi.

Note that PCM-FS retains the principal characteristics of PCM, including the
capability of estimating hyperspherical densities, this time in the feature space.
In the data space this corresponds to the capability to model clusters of more
general shape, a significant improvement with respect the original PCM.

4 One-Cluster Possibilistic C-Means in Feature Space
Algorithm

We propose now the One-Cluster Possibilistic C-Means in Feature Space (One-
Cluster PCM-FS) algorithm aimed to model all data points in a single cluster in
features space. We assume the presence of a unique cluster in feature space, with
no regard to the number of clusters we expect to model in the data space. In
the following, we will denote with uh the membership of the h-th pattern to the
cluster. It is made up by three main steps: Core, Defuzzification, and Labeling.

The Core step is the ”fuzzy” part of the algorithm, aimed to producing a
fuzzy-possibilistic model of densities (membership function) in the feature space.
It is initialized by selecting a stop criterion (e.g., when memberships change less
than an assigned threshold, or when no significant improvements of JΦ(U, V Φ)
are noticed), setting the value of σ for the Gaussian kernel (in order to define
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the spatial resolution of density estimation), and initializing the memberships
uh (usually as uh = 1). Then, after estimating the value of η using Eq. 14, we
perform the Picard iteration using Eq. 13.

The Defuzzification steps filters outliers from data points by selecting a thresh-
old α ∈ (0, 1) and using it to define an α-cut (or α-level set) on data points:

Aα = {xh ∈ X | uh > α} (17)

Note that given the form of uh(Eq. 10) the threshold α defines a hypercircle
which encloses a hyperspherical cap. Aα is then the set of data points whose
mapping in feature space lies on the cap, whose base radius depends on α.
Points outside the α-cut are considered to be outliers.

The Labeling step separates the data points belonging to the single cluster in
feature space, in a number of ”natural” clusters in data space. It uses a convexity
criterion derived from the one proposed for One-Class SVM [4] assigning the
same label to a pair of points only if all elements of the linear segment joining
the two points in data space belong to Aα.

The Defuzzification and Labeling steps can be iterated with different values
of α, thus performing a very lightweight model selection, without involving new
runs of the Core step. Often, such as in the case of experiments presented in next
section, an a-priori analysis of the memberships histogram permits to obtain a
good evaluation of α without performing a true model selection. Indeed, the
presence of multiple modes in the membership histogram indicates the presence
of different structures of data in feature space, and allows us to find several levels
of α discriminating the different densities of data in feature space.

5 Experimental Results and Discussion

In this section we present some results obtained on a synthetic second data set
(Fig. 1) consisting in three disjoint dense regions (black dots) on a 10x10 square:
two rectangular regions, each of them corresponding to 1.24 % of the square
and composed by 100 patterns uniformly distributed, and a ring shaped region,
corresponding to 7.79 % of the square, that contains 300 patterns uniformly
distributed. An uniformly distributed noise of 1000 grey dots is superimposed
to the square.

We used a Gaussian kernel with standard deviation σ = 0.5 estimated as the
order of magnitude of the average inter-data points distance. The memberships
uh were initialized to 1. The stop criterion was

∑
hΔuh < ε with ε = 0.01.

In the Defuzzification step we evaluated α using the histogram method. As
shown in Fig. 1(a), choosing α = .3667 that is the value of membership separating
the two modes of the histogram, we obtain a good separating surface in the data
space (Fig. 1(b)), with no need to perform any iteration for model selection.

As shown in the experiment, One-Cluster PCM-FS shows a high robustness to
outliers and a very good capability to model clusters of generic shape in the data
space (modeling their distributions in terms of fuzzy memberships). Moreover it
is able to find autonomously the natural number of clusters in the data space.
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Fig. 1. (a) Histogram of the memberships obtained by One-Cluster PCM-FS with
σ = 0.5. The dotted line gets through to membership value .3667 that separates the
two modes of the graph; the value of α is then taken as α = .3667. (b) Data space:
black dots belong to the dense regions and the grey ones are the noisy patterns. The
contours correspond to points with membership equal to .3667.

The outliers rejection ability is shared also by the standard PCM, but is limited
to the case of globular clusters. The standard PCM shows also a good outliers
rejection ability, but it works only with globular clusters.

One-Class SVM [4] is also able to find the ”natural” number of clusters of
generic shape in the data space, but it doesn’t model their distribution. More-
over, One-Class SVM needs a complete model selection procedure involving many
time consuming runs from scratch of the full algorithm.

In all the runs of One-Cluster PCM-FS the Core step, which involves the
minimization of JΦ(U, V Φ) (Eq. 8), resulted to be very fast, as only less than a
tenth of iterations of Eq. 13 where enough.

6 Conclusions

In this paper we have proposed the kernel possibilistic approach to clustering and
two clustering algorithms, namely the Possibilistic C-Means in Feature Space
and the One-Cluster Kernel Possibilistic C-Means in Feature Space algorithms
which are novel kernel methods for clustering in feature space based on the
possibilistic approach to clustering [5,6]. The proposed algorithms retain the
properties of the possibilistic approach to clustering, working as density estima-
tor in feature space and showing high robustness to outliers, and in addition are
able to model densities in the data space in a non-parametric way.

One-Cluster PCM-FS can be seen also as a generalization of One-Class
SVM as it is able to find a family of minimum enclosing hyperspheres in feature
space; each of such hyperspheres can be obtained by simply thresholding the
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memberships. Note that, after fixed the value of the σ of the Gaussian kernel,
the model selection does not involve the optimization step of One-Cluster PCM-
FS, a.k.a. Core step, and can be performed very quickly. Moreover, often this is
not necessary, and an analysis of the histogram of memberships can easily permit
to find an optimal value for the threshold α, as in the case of the experiment
shown.
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Abstract. OpenAdap.net is an Open Source project aimed at breaking
the barriers existing in the flow of information access and information
processing. The infrastructure makes it possible the dissemination of re-
sources like knowledge, tools or data, their exposure to evaluation in
ways that might be unanticipated and hence support the evolution of
communities of users around a specific domain. The architecture is de-
signed by analogy with a virtual distributed operating system in which
the dynamic resources are presented as files in a structured virtual file
system featuring ownership and access permissions.

1 Introduction

The Cyberspace has become the main site of information exchange and its exten-
sion in terms of bandwidth is opening the way equally to all media of information.
However, most of this information flow still remains associated to a ‘declarative’
approach, i.e. associated to the knowledge of ‘what’, as illustrated by the access
of web portals built around search engines of any kind. Internet has still a huge
unexploited potential in applying the ‘procedural’ approach, complementary to
the declarative one, based on the knowledge of ‘how’. The procedural approach
necessarily relies on a trial-and-error paradigm that may be achieved more effi-
ciently when the results are shared within a community of agents, independently
of their human or non-human nature.

The benefits in terms of education, business developments, market diver-
sification and creation of employment generated by the fast circulation and
ease of access to the results of trial-and-error procedures clearly emphasizes
the importance of the society, beyond the community of agents. Knowledge
sharing leads to share the methods of information processing and the social-
ware [Hattori et al., 1999] becomes the vehicle for user adaptive collaboration
support. Despite the immediate worldwide availability of new information pub-
lished at Internet, the tools of information processing (e.g., software programs
and methods of data analysis developed and provided by research laboratories
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and businesses) are generally released in small niches delimited by the readers of
specialized journals as well as by specific software environments and computer
platforms.

Potential meaningful contributions may remain unexploited, or even forgot-
ten, within the same field of competence and their availability is severely
restricted in particular for cross-fertilized applications to other fields. This situa-
tion often leads to the delayed re-invention of similar (if not the same) methods
of information processing and, to some extent, the re-discovery of the same
knowledge. Despite the fact that the development of event-delivery middleware
based on publish-subscribe communication allows high-performance computing
[Eisenhauser et al., 2006], the development of added-value activities created by
knowledge sharing is not yet widespread. The current situation tends to create
an artificial ‘distance’ between the authors and developers of original informa-
tion processing methods (i.e., the providers of the ‘how’ knowledge) and the
users (i.e., the testers of trial-and-error) with the risk of erroneous applications
of the methods and false evaluation of its value.

In the OpenAdap.net structure we have designed brokers playing a pivotal
role, being responsible for dynamically decomposing and routing end-user tasks
to appropriate resource sharers for execution. The negotiation between brokers
(and workers) is inspired by the way how the brain processes information. In
the present paper we present an event timing driven rule for adapting the con-
nections between brokers belonging to the same network of community-related
applications.

2 Functional Structure

OpenAdap.net is a distributed system composed by three types of interconnected
components: brokers, workers and OAN-aware applications (see Figure 1). A
broker is a process permanently running on a server in charge of managing a
community of users and dispatching tasks and results on their behalf. Workers
are processes shared by community members in charge of giving secured distant
access to contributed resources like programs or data. OAN-aware applications
are pieces of software (standalone applications, web portals, command line tools,
etc.) providing access for an end-user to the community shared resources through
identified connections to a broker.

The components are running on a network of computers, each of them defined
by their specific CPU architecture, operating system (OS), amount of memory
and available programs. Their resources are partially shared in a dynamic way.
OpenAdap.net is designed by analogy with a virtual distributed OS in which all
the resources are presented in a structured virtual file system. Using this high-
level paradigm, resources are assigned to files in the file system tree. Security
is enforced through ownership and access permissions defined on a per-file ba-
sis. OpenAdap.net goes beyond a traditional OS as the configuration is highly
volatile. The file system structure and contents are the result of the constant
runtime aggregation of several sources of information: the user database, the
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Fig. 1. Deployment diagram for the OpenAdap.net components. Boxes represent dif-
ferent computers, rectangles represent processes, and arrows represent inter-process
communications over Internet.

inter-process message queues status, the worker status, etc. A dedicated URL
name scheme (oan://) is proposed to identify each file in a transparent and
interoperable way.

The Java 2 Platform was chosen for the implementation of the project, based
on portability and platform neutrality requirements. Brokers, workers and OAN-
aware applications are loosely coupled, distributed components that asynchro-
nously communicate through a message-oriented middleware (MOM) as defined
by the Java Message Service (JMS) API. The use of established industrial stan-
dards such as JMS allowed reusing existing Open Source software as a starting
point for the project. It can also be expected that JMS implementations available
for other platforms will allow applications written by third parties to connect to
OpenAdap.net brokers and interoperate seamlessly [Laufer, 2005].

For OpenAdap.net the security is addressed transversally by defining rules on
how to handle data at any point in the system, providing the required profiles for
identification and authentication of the entities, and offering strongly encrypted
connections when communicating through the Internet. Standards and models
of the field were applied from the start of the project [Zhang et al., 2005].

3 Internet Application

3.1 Software Architecture

OpenAdap.net stands in the area of complexity and aims at providing a distrib-
uted environment where tools of all kinds (applications, data, knowledge, ...)
can be accessed transparently via the Internet. At this time, three architectures
are used in this field: Grid, Web-services (WS), and Peer-to-Peer (P2P). The
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peculiar strongholds of these architectures are briefly described here and synthe-
sized in Table 1.

Grid: ”Each user has a large dataset to manipulate with one application distrib-
uted on a set of computers.” The problem addressed by the Grid is to distribute
the processing of large data sets. The required application is copied to distinct
computers over a network with each treating a portion of the data. The re-
sults are recomposed from all the partial results at the end of the treatment.
End-users have control on both data and applications, but little information on
remote execution hosts.
Web-services: ”Many users exploit the same services permanently provided
through a centralized authority.” Web Services provide a secured and controlled
access to applications, usually to collaborators in the same company or institu-
tion. The goal is to provide distributed access to the same references, databases
or applications. The system is articulated around a repository where the ser-
vice interfaces are published in a self-contained form. The architecture is rather
static, as services seldom change and are expected to be permanently available.
End-users have no control over the applications and little information on remote
execution hosts.
Peer-to-Peer: ”Many users exchanging pieces of data in an unsupervised way.”
P2P (peer-to-peer) systems address the data-sharing problem. Copies of the
applications installed on end-users computers keep open connections from one
computer to peers, forwarding queries and results back and forth until a match
is found somewhere on the network. The architecture is open and competing
implementations coexist on a self-organized network. End-users have control
over their data and information on the peer hosts. It is interesting to note that
end-users tolerate incredibly poor service quality and that this architecture raises
social as well as technical issues.

OpenAdap.net (OAN) falls somewhere between these three architectures ex-
ploiting several of their interesting aspects, but with the intention to address
a two-way problem: To provide to a community of users in the same domain
a means to interchange their resources in an open, dynamic and secured way
and to provide to a community of users the access to the exploitation of in-
formation processing solutions contributed by users belonging to other commu-
nities. End-users have control over their data, but do not need to manage the
resources, nor do they have complete information on remote execution hosts.
Collaboration within the OpenAdap.net network allows the dynamic integration
of these resources, possibly yielding new or previously unexpected composite re-
sources. This can be summarized as follows: Many users interchanging resources
(data, applications, knowledge in general) dynamically provided by interconnected
domain-oriented brokers.

Individual users of OpenAdap.net can be classified as either contributors of
shared resources, or end-users of such. People who develop and provide new
methods of data analyses are able to share their contribution and people in-
terested in processing their own data or access data stored elsewhere (e.g. in
a community database) can extract the results of their analysis. In addition to
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Table 1. Comparison of OpenAdap.net with the other approaches over Internet

Data Hardware Hidden Application Published Data Highly Transparent
treatment resource execution sharing application sharing dynamic user/resource
istribution allocation hosts interface system connection

Grid × × ×
WS × × × ×
P2P × × ×
OAN × × × × × × × ×

individual use, OpenAdap.net is open to exploitation by networked organisations
and alliances, by providing an infrastructure with which they can share and
integrate resources and develop new business solutions and opportunities.

It is important to emphasize that users’ privacy is as important as contrib-
utors traceability. The information sent by an end-user for manipulation by a
contributors resource is anonymized, despite the fact that all the transactions
are identified and that the activity is tracked like in any computer system. In
contrast, meta-information concerning the contributed resource like program au-
thorship and version number should be made available to the end-user, as a mark
of diligence to the contributor, but also to point the responsibilities in the in-
formation processing chain and enhance quality assessment and reproducibility.
Each task submitted to the system is returned to the submitter with a record
attesting where the information travelled, which processes were applied and who
was responsible for the computers and the programs.

Contributors will keep complete control over their authorship as well as the
source and binary codes for the software. At the same time, they will be respon-
sible for maintaining and checking the quality of the results that the community
will use and validate.

3.2 Demonstrator Testbed

In the last few years, we have been developing, running and testing a prototype
for OpenAdap.net. The concept proof was checked in a preliminary study aimed
at the analysis of multivariate time series corresponding to spike trains, i.e. time
series of neuronal discharges [Villa et al., 2001]. In 2006, the middleware was re-
implemented from scratch (Figure 2) based on the experience and remarks we have
acquired along the prototyping phase [Villa et al., 2006]. Several applications re-
lated to the preliminary study have raised interest in the Neural Coding commu-
nity and are in production via the website http : //www.neuralcoding.org. This
community is composedby academicians, students and researcherswho investigate
the neural coding schemes within the brain.

OpenAdap.net being an Open Source project released under the GPL and
LGPL licences, contributions are welcomed from developers and interested pro-
fessionals. This is encouraged by the availability of publicly accessible develop-
ment tools like a version control system, mailing lists and a bug tracker. There
is enough experience on the impact of such coordinated and distributed devel-
opment scheme on the quality of the resulting software to embrace it.
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During the prototyping phase, the need appeared to have a portable and
user-friendly tool that could provide a fast glimpse on the numerical output of
unrelated programs. We searched for a generic front-end for plotting a wide range
of graphics obtained through the web, and none could be found that was able to
run on multiple platforms without requiring complicated installation procedures,
and capable of producing journal-quality graphics output for free. XY-Viewer
is a Java application that is being developed for that purpose as a by-product
of the main project, featuring a dedicated XML data format. This standalone
application can be launched directly from the OpenAdap.net portal to visualize
files in the appropriate format that can be produced with the help of libraries
made available to interested contributors in C and Java under the LGPL licence.

Fig. 2. Screenshot of the OpenAdap.net web portal using Mozilla Firefox on Apple
MacOS X (as of October 2006 - beta version)

4 Inter-Broker Connection Dynamics

We consider that brokers handling the same data formats belong to the same
network of community-related applications. A key element consists in making
brokers adaptive and dynamically interconnected into an OpenAdap.net network
(like a neuronal network) [Iglesias et al., 2005]. These brokers form a dynamic
network of inter-brokers connections characterized by a connection strength. In-
ternally, brokers are responsible for decomposing and routing end-user tasks to
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appropriate workers for execution. The requests for resources will be processed
and dispatched among the components of the system following a set of learning
rules dynamically modifying the routing according to, for example, the comput-
ing load generated by specific tasks, availability of the resources, or the number
of accesses. We introduce a particular feature based on a critical window for
modification of the strength of inter-brokers connections incorporating a simple
event timing driven model.

Let us assume that any connection between brokers j and i is characterized
by a characteristic value of its strength wij that may depend only on the type
of interconnected brokers. A state variable X is introduced to model the modifi-
cation rule governing the strength of the connection. It is assumed a priori that
X has N equilibrium configurations (attractor states) X1 < X2 < · · · < XN

to which it will decay with time constant 1/τ in the absence of any requests
received by brokers j and i. It appears that X(t) is governed by the family of
equations

τ
dX

dt
= −(X −Xk) , Bk−1 < X ≤ Bk , k = 1, · · ·N (1)

in which −∞ = B0 < B1 < B2 < · · · < BN−1 < BN = ∞ are user-defined
boundaries of attraction satisfying Bk−1 < Xk < Bk for k = 1, · · · , N . For
example one can set Bk = (Xk+Xk+1)/2. At any time t, the connection strength
wij is determined by the state to which X is attracted.

An event timing driven rule defines how the current value of X is changed
by the arrival of requests to broker i, by the arrival of requests to broker j
and, in particular, through the correlation existing between these events. On
the generation of requests on broker i, the state X is incremented which is a
decreasing function of the elapsed time from the previous requests received by
the interconnected brokers. The rule used here is[

X
]

= Xi−j e−δt/τi−j (2)

where [X ] indicates the jump in X , Xi−j is the magnitude of the jump in X oc-
curring when broker i receives a request after broker j received the same request,
δt is the interval between the last requests received by the two interconnected
brokers, and τi−j is the decay constant of the reinforcement of the link.

Similarly, when the order of the requests received by the brokers is reversed
in time, the state X is decremented which is likewise a decreasing function of
the elapsed time of the last requests received by the two interconnected brokers.
The rule used in this case is[

X
]

= −Xj−i e−δt/τj−i (3)

where τj−i is the decay constant of the weakening of the link. In the example
illustrated by Fig 3 all connections are initially set at level [X3]. This figure
illustrates also the fact that after a jump of [X ] occurred at time t, the real-
valued variable Bij is reset to Bij = (Xk +Xk+1)/2.
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Fig. 3. Dynamic change of inter-brokers connectivity strength. (a): fast weakening of
inter-btokers connections down to its minimal level; (b): reinforcement of inter-brokers
connection with an increase in strength that is stabilized on the long term; (c): example
of a link that is neither strengthened nor weakened, but whose strength decays down
to its minimal level [X1] = 0 according to the time constant τ .

The rules themselves will evolve and optimize in an unsupervised manner, thus
allowing the emergence of unexpected dynamics. In that sense, the required ne-
gotiation between brokers (and workers) may be compared to agent interaction.
The OpenAdap.net network will also be able to self-adapt via learning processes
derived from neural and artificial life learning. Such learning might result in
new broker-broker connections, reassessments of the value of such connections,
specialisation or generalisation of broker behaviour, etc.

5 Discussion

This paper has presented the main features of OpenAdap.net, which is an in-
telligent network infrastructure supporting the use of shared resources, such as
data, knowledge, tools, expertise, etc. aimed at providing the latest published
versions by the original authors and developers to a broad audience over Inter-
net. OpenAdap.net is an Open Source project designed as an open architecture.
Anyone is invited to contribute their own enhancements to the system, via a set
of libraries and tools provided by the consortium. Such an initiative is aimed at
increasing the impact of the project with all the contributions that competent
contributors will imagine and realize within their specific domains.

Individual users can be classified as either contributors of shared resources, or
end-users of such resources. End-users are provided with the ability to browse
and apply shared resources, and dynamically compose and integrate existing re-
sources to leverage new research insights. From the viewpoint of contributors,
OpenAdap.net makes possible the dissemination of resources, and their expo-
sure to application and evaluation by a broader user community. The support
for broader evaluation of programs and data sets is particularly important in the
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research arena, as is the ability of other researchers to reproduce computational
results [Villa et al., 2006].

The ability to tackle a scientific problem from a new perspective relies on
both the past experience and new skills adopted by an individual. This is the
feature of the trial-and-error paradigm and characterizes the ‘procedural’ ap-
proach (to know ‘how’) vs. the ‘declarative’ approach (to know ‘what’). The
OpenAdap.net project is based on the collaboration between information scien-
tists, electronic engineers, computer scientists and neuroscientists having diverse
scientific interests and very specialized backgrounds. We feel that such a trans-
disciplinary approach is a necessary way for the achievement of real advances
in producing impacts in the Information Society Technologies. A key point for
the success of OpenAdap.net dissemination is the build-up of Communities who
share common data formats tailored to their interest. In the prototype that we
implemented the multivariate time series format is well known and accepted by
leading institutions and researchers in the field.

The adaptive and behavioural models for the broker implementation represent
major innovations of the OpenAdap.net project. This is definitely a novelty and a
plus to the existing architectures for distributed environments like grids and web
services that points out the project expected income to the networked computing
field. Pushing existing paradigms like neuronal network inspired learning rules
for the adaptable information processing or the operating system paradigm for
the overall communication layout, and the lessons learned for 10 years on the
self, dynamically, openly organized content on the web are key aspects of the
OpenAdap.net philosophy and architecture for resource sharing.

When completed, the OpenAdap.net project network will be able to self-adapt
via learning processes that could give rise to modifiable broker-broker connec-
tions, specialisation or generalisation of broker behaviour, etc. Thus, the non-
linear dynamics that will emerge from our approach makes OpenAdap.net closer
to the complexity of a living organism and the socialware will benefit of the full
range of advances achieved in the fast-growing fields of cognitive computation
and computational intelligence.
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Abstract. The possibility of solving an optimization problem by an ex-
haustive search on all the possible solutions can advantageously replace
traditional algorithms for learning neuro-fuzzy networks. For this pur-
pose, the architecture of such networks should be tailored to the require-
ments of quantum processing. In particular, it is necessary to introduce
superposition for pursuing parallelism and entanglement. In the present
paper the specific case of neuro-fuzzy networks applied to binary classifi-
cation is investigated. The peculiarity of the proposed method is the use
of a nonlinear quantum algorithm for extracting the optimal neuro-fuzzy
network. The computational complexity of the training process is con-
siderably reduced with respect to the use of other classical approaches.

1 Introduction

Quantum processing allows the solution of an optimization problem through
the exhaustive search undertaken on all the possible solutions of the problem
itself. The reason for this possibility is the existence of two relevant properties of
quantum processing: parallelism and entanglement. Because of the first property,
it is simple to take into account simultaneously in every problem the several
alternatives to be explored, included the best one. The second property allows
the association to each solution of its performance, on the basis of which the
best choice is undertaken.

For this reason, several applications of quantum processing are available in
the technical literature [1]; many of them regard training or implementation of
neural networks. Recently, it was suggested to extend the research to the en-
tire field of computational intelligence [2]. In the present paper we will focus
our attention to Neuro-Fuzzy Networks (NFN), which differ from neural net-
works because of their structure based on fuzzy rules instead of neurons. Using
the flexibility of fuzzy logic and fuzzy inference systems, NFNs are particularly
suited to solve many real-world problems, such as robust control, problem inver-
sion, estimation, classification, and so on [3,4,5,6,7]. We will describe in Sect.2 a
particular architecture of NFN tailored to hardware implementation and to the
nature of quantum processing.

The use of quantum computing to train such NFNs will be introduced in
Sect.3, in the case of general classification problems defined by a set of exam-
ples. The underlying idea is to represent any NFN architecture by a quantum
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state entangled with an appropriate label describing its performance. We will
demonstrate in Sect.4 that, using parallelism, the optimal NFN will be effi-
ciently extracted from a superposition of states, by means of quantum search
algorithms based on nonlinear quantum gates. Finally, our conclusions will be
drawn in Sect.5.

2 Binary Neuro-Fuzzy Networks

Nowadays, the diffusion of NFNs for industrial and consumer applications is
still constrained to their efficient, reliable and cost-effective implementations,
which are commonly based on digital computing hardware. A particular subclass
of NFN particularly suited to such implementations is represented by Binary
Neuro-Fuzzy Networks (BNFN), in which the variables assume only integer val-
ues (coded by binary digits). Nevertheless, we will see in this paper that BNFNs
can also exploit the peculiarities of quantum processing.

Although the proposed approach can be generalized to any problem, as the
ones previously mentioned, in the following we will consider BNFNs for classi-
fication. In this case a BNFN is constituted by a set of R rules, where the k-th
rule, k = 1 . . . R, has the following form:

if x1 is Ak1 and x2 is Ak2 and . . . xN is AkN then class is Ck . (1)

Each input variable xj , j = 1 . . .N , assumes integer values only and it is repre-
sented by B(in)j bits. Each input fuzzy quantity Akj is associated with a Mem-
bership Function (MF) μkj(·) centered around an integer value akj , which is
coded by B

(in)
j bits as well1. We outline that the values of μkj(·) must be de-

fined only in correspondence of the normalized differences between the integer
numbers representing xj and akj . Let L = {L1, L2, . . . , LW } be the set of labels
representing the W different classes involved in the problem to be solved. The
output quantity Ck is one of these class labels, i.e. Ck ∈ L. Thus, the rule output
can assume only fuzzy quantities associated with singleton MFs, each related to
a different class. Evidently, the overall number of bits necessary to code each
class label, and hence each rule output, is B(out) = ,log2W -. In conclusion, the
BNFN can be univocally represented by a string of B(net) bits, where

B(net) = R
(
B(in) +B(out)

)
, B(in) =

N∑
j=1

B
(in)
j . (2)

When a pattern xo = [xo1 xo2 . . . xoN ] is presented to the BNFN, a fuzzy in-
ference mechanism is invoked in order to assign the pattern a specific class label.
Several options are possible for the fuzzy reasoning (i.e., T-norms, T-conorms,
compositions, implications, etc.); we will consider the commonly adopted choices,

1 We are considering a fixed shape for MFs; the generalization to any kind of MF is
easily achieved by adding further bits associated with other shape parameters.
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which determine the class label C(xo) of xo, C(xo) ∈ L, using one among the
rule outputs:

C(xo) = Cq , q = arg max
k=1...R

{γk} , (3)

where γk is the reliability degree of the k-th rule depending on the chosen T-norm
(e.g. ‘min’, ‘product’, etc.):

γk =
N∧

j=1

μkj(xoj) . (4)

3 Training BNFNs Using Quantum Computing

To train a BNFN means to determine the number R of its rules, the centroid
akj of each MF and the output class label Ck of each rule. The right number
of rules is essential in order to obtain a good generalization capability of the
BNFN. The optimization of R can be carried out using well-known constructive
or pruning methods, starting from a small/large number of rules up/down to
the optimal number guided, for example, by early-stopping, cross-validation or
any other procedure based on learning theory [8]. In the following we will focus
on the basic step of the entire learning procedure, i.e. the training for a fixed
number of rules.

The data-driven procedure to train a BNFN is based on a Training Set (TS) of
numerical examples of the process to be modeled. The TS is based on a collection
of P patterns ξi = (xi, Ti), i = 1 . . . P , where xi is the joint vector of the input
variables and Ti ∈ L is the class label of the pattern. Thus, each sample ξi can be
coded as a string of

(
B(in) +B(out)

)
bits. Based on the TS, the determination of

a BNFN for a fixed R is equivalent to find the string of B(net) bits representing
the whole set of network parameters. Several approaches can be followed in this
regard: a first family comes from the adaptation to binary integer programming
of classical derivative-based methods (such as clustering and back-propagation);
conversely, the family of direct search methods (such as genetic or swarm-based
algorithms) can be directly applied to BNFN training.

For both the previous categories the computational complexity is strictly
linked to the number of different BNFNs whose performance is evaluated on
the TS. Since no assumptions are usually made about the structure of the
search problem, a O(M) complexity is mandatory to find an optimal BNFN,
being M = 2B(net)

the total number of possible solutions. The more complex-
ity is reduced, the more increased the probability to find a suboptimal (and
unsatisfactory) solution. Unfortunately, the value of M can be very large even
for very simple architectures; for instance, a BNFN with four rules, three 8-bit
antecedents and two classes has M = 24·(8+8+8+1) ∼= 1030 possible solutions!

For all the previous reasons, we propose in this paper the use of quantum
computing in order to improve and speedup the training process of BNFNs.
As shown in the following, quantum processing and quantum circuits (i.e., the
physical systems by which the relevant quantum information is processed) allow
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the exhaustive search of all the solutions in a time drastically reduced with
respect to the previous approaches. It is important to remark that exhaustive
search yields the best BNFN given R and TS. Consequently, the accuracy in
solving the classification problem will depend only on the number of bits used
to quantize the input variables, on how the TS represents well the underlying
problem and on the global optimization of the number of rules. Such problems
can be investigated separately in future research works.

The aim of the proposed approach is to train a BNFN, whose parameters are
represented by B bits2, by searching the optimal one in the set of M possible
solutions. Quantum computing is particularly suited to solve this kind of search
problems and, from what discussed so far, it can be readily applied to BNFN
training. In fact, the bit string ψ

h
= bh,B−1 · · · bh,1 bh,0 representing the integer

h and thus the h-th BNFN, h = 0 . . .M − 1, can be associated with the h-th
basis vector

∣∣ψ
h

〉
of a B-qubit quantum system [9]. For example, if B = 3 the

seventh basis vector is
∣∣ψ
6

〉
=

∣∣110
〉

and hence ψ
6

= b6,2 b6,1 b6,0 = 110.
The use of quantum computing in this context has been deeply investigated

in the literature: we have to solve an unstructured search problem that can be
reformulated as ‘find some ψ in a set of possible solutions such that a statement
S
(
ψ
)

is true (i.e., the related BNFN is optimal since it satisfies the TS above a
given accuracy)’. The latter condition can be represented by a classically com-
putable boolean function f(·) with B input bits and one output bit. The truth
table of f(·) has M entries: each of them associates with the input ψ

h
the out-

put bit δh = f
(
ψ

h

)
, corresponding to the value of the statement S

(
ψ

h

)
for that

BNFN. The truth table depends on the TS in use; it can be obtained using the
following steps:

1. consider the BNFN defined by the generic entry ψ
h
;

2. for each pattern ξi of the TS apply the fuzzy reasoning of BNFNs, as for
example the one defined by (3) and (4), and evaluate if the resulting class
label C(xi) matches the class Ti of the training pattern;

3. evaluate the overall classification error (i.e., the percentage of patterns not
correctly assigned) and set δh = 1 if this error is lower than a given threshold
or δh = 0 otherwise.

As illustrated in [10], it is always possible to design linear quantum gates
that map any boolean function into the quantum field. It is not necessary to
know a priori the boolean mapping. The gate is just a quantum physical system
realizing the same operation for every truth table’s input, in order to determine
the corresponding output as specified, for example, by previous steps 2 and 3.

Once the boolean function f(·) has been defined into the quantum field, it
can be implemented by the linear gate Uf represented in Fig. 1: when inputs are
qubit basis vectors

∣∣ψ
h
〉 instead of classical bit strings, the output will be a qubit

|δh〉 =
∣∣f(ψ

h

)〉
entangled to

∣∣ψ
h

〉
. In other words, there exists a (B + 1)-qubit

basis vector
∣∣ωh

〉
=

∣∣ψ
h
, δh

〉
, whose amplitude probability is directly related to

2 In the following we will use for simplicity the symbol B in place of B(net).
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Fig. 1. Linear quantum gate used to solve quantum search problems. Wide arrows
indicate entangled qubits in strings

��ψ
h

�
and

��ωh

�
.

that of
∣∣ψ

h

〉
. The further qubit present at the input, which is always set to |0〉,

allows representing Uf by a unitary matrix of order (B + 1) for any function
f(·) [9].

The definition of Uf is the basic step, which any quantum search problem
is based on. In fact, measuring the output |δh〉 for a particular input

∣∣ψ
h
〉 is

equivalent to evaluate the BNFN performance on the TS and hence, if it is a
solution of the problem or not. A fundamental result of quantum computing
is that, using Uf and suitable linear quantum gates, the lower bound for the
number of evaluations necessary to find a solution can be reduced to O(

√
M) [11].

However, the implementation of such algorithms on a quantum hardware may
still require a huge computational time even for very simple BNFN architectures.
Considering the previous example, where M ∼= 1030, the overall complexity
would be reduced to about 1015 possible evaluations. Thus, linear quantum gates
only are not sufficient to make feasible the exhaustive BNFN training.

4 Exhaustive Search by Nonlinear Quantum Circuits

The complexity of search problems is heavily reduced with respect to classical
quantum algorithms when nonlinear quantum circuits are used. This result fol-
lows from the discussion reported in [12] regarding the implication of a nonlinear
regime in quantum processing. Moreover, specific nonlinear quantum gates have
been proposed in this regard as, for example, reported in [13]. We will introduce
firstly some basic notations and processing elements.

Let us consider the B-qubit system generated by the basis vectors ψ
h

and
the generic subspace of dimension 2B−Q, which is generated by the set of basis
vectors

∣∣ψ
k,t

〉
, 0 ≤ k ≤ 2Q − 1, t = 0 . . . 2(B−Q) − 1, in which the first Q qubits

are identical and associated with the fixed integer k. This means that the bit
substring bh,B−1 · · · bh,B−Q of ψ

h
is the binary representation of k. An example

for this notation is summarized in Table 1.
Using the previous notations, the algorithm proposed in this paper is founded

on a basic iteration, which is implemented by the quantum circuit in Fig. 2,
along with a suitable initialization.
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Table 1. Basis vectors for subspaces generated when B = 4 and Q = 2

1st subsp. (k = 0) 2nd subsp. (k = 1) 3rd subsp. (k = 2) 4th subsp. (k = 3)
bh,3 bh,2 = 00 bh,3 bh,2 = 01 bh,3 bh,2 = 10 bh,3 bh,2 = 11

��ψ
0,0

�
=

��0000
� ��ψ

1,0

�
=

��0100
� ��ψ

2,0

�
=

��1000
� ��ψ

3,0

�
=

��1100
�

�
�ψ

0,1

�
=

�
�0001

� �
�ψ

1,1

�
=

�
�0101

� �
�ψ

2,1

�
=

�
�1001

� �
�ψ

3,1

�
=

�
�1101

�
��ψ

0,2

�
=

��0010
� ��ψ

1,2

�
=

��0110
� ��ψ

2,2

�
=

��1010
� ��ψ

3,2

�
=

��1110
�

��ψ
0,3

�
=

��0011
� ��ψ

1,3

�
=

��0111
� ��ψ

2,3

�
=

��1011
� ��ψ

3,3

�
=

��1111
�

Fig. 2. Quantum circuit implementing the generic iteration of the proposed algorithm.
Qubits

��ψ
k,t

�
and |χt〉 are disentangled at the output of NAL quantum gate.

– Initialization. Set Q = 1 and k = 0 (i.e., bh,B−1 = 0 for each basis vector),
and start the algorithm with the first iteration.

– Iteration. Considering the current values for Q and k, and using the proce-
dure illustrated in [9], all the basis vectors

∣∣ψ
k,t

〉
are inserted into a super-

position |Ψ〉 of states having a same probability 1/MQ, where MQ = 2B−Q:

|Ψ〉 =
1√
MQ

MQ∑
t=1

∣∣ψ
k,t

〉
. (5)

The qubit string |Ψ〉 is applied to the input of gate Uf in Fig. 2, obtaining
the superposition |Ω〉 of the basis vectors

∣∣ωk,t

〉
=

∣∣ψ
k,t
, δt

〉
:

|Ω〉 =
1√
MQ

MQ∑
t=1

∣∣ωk,t

〉
=

1√
MQ

MQ∑
t=1
t/∈O

∣∣ψ
k,t
, 0

〉
+

1√
MQ

∑
t∈O

∣∣ψ
k,t
, 1

〉
, (6)

where O is the set of indexes for which the BNFN is optimal.
Once the superposition |Ω〉 has been generated, it can be processed by the
nonlinear gate associated with the algorithm proposed in [12]. Such a gate,
denoted as Nonlinear Abrams & Lloyd (NAL), is able to return a superposi-
tion in which the last qubit |χt〉 is disentangled from

∣∣ψ
k,t

〉
. More precisely,

|χt〉 = |1〉 for every element of the superposition if there exists at least one
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element
∣∣ωk,t

〉
of |Ω〉 for which |δt〉 is |1〉, that is if at least one

∣∣ψ
k,t

〉
rep-

resents an optimal BNFN. Otherwise |χt〉 = |0〉 for every element of the
superposition.

The qubit |χt〉 can be measured at the output of the NAL gate; based on
this result, the final value of bit bh,B−Q in k can be determined by distin-
guishing the following situations:

• |χt〉 = |1〉. There exist some solutions having bh,B−Q = 0.

• |χt〉 = |0〉. In this case there exist no solutions of the search problem
having the bit bh,B−Q = 0 and hence, it is switched to bh,B−Q = 1. A
further distinction is necessary:

∗ Q = 1. The previous procedure is applied with bh,B−1 = 1 (i.e. k =
1). If also in this case |χt〉 = |0〉, then the problem admits no solutions
and hence no BNFNs satisfy the TS for the given accuracy. In this
case the algorithm is stopped and we should consider if the threshold
used for generating the boolean mapping f(·) has been set too low
and it may be increased. Conversely, if |χt〉 = |1〉, then there exist
some solutions of the search problem with bh,B−1 = 1.

∗ Q > 1. Since the algorithm has not been stopped when Q = 1, then
we are sure that some solutions there exist in which bh,B−Q = 1.

At this point the final value of bit bh,B−Q has been determined. If Q = B,
the algorithm is completed and the optimal solution is given by the bit string
associated with the final values of bits bh,B−1, . . . , bh,0 obtained during the
previous iterations. If Q < B, the value of Q is increased by one and the
iteration is restarted. The new value of k is obtained using the final values
of bits bh,B−1, . . . , bh,B−Q+1 previously determined and letting bh,B−Q = 0.

Exploiting the power of NLA quantum gates, the proposed algorithm is able
to find an optimal BNFN using B or B + 1 iterations. In fact, each iteration
requires one evaluation only of the BNFN performance, i.e. one use of the Uf

gate in the processing chain of Fig. 2, but for the first iteration that may need one
or two evaluations. Thus, the resulting complexity for the proposed algorithm is
O(B) = O(log2M). Considering the previous example, for which M ∼= 1030 and
B = 100, the search problem would be completed after about 100 evaluations,
therefore in much less time than required by using linear quantum gates only.

5 Conclusion

The possibility of quantum processing of solving an optimization problem by
an exhaustive search on all the possible solutions can advantageously replace
all the known algorithms proposed for learning from a TS. In order to pursue
this possibility, it is necessary to tailor the specific architectures used for solving
the problems of interest to the requirements of quantum processing. In par-
ticular, it is necessary to introduce superposition for pursuing parallelism and
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entanglement for associating the performance with each solution present in the
superposition. In the present paper we investigate the use of quantum process-
ing for NFNs applied to classification. Since these networks are based on the use
of rules, preliminarily the rules must be tailored to quantum processing. This
result is attained by using a particular type of NFN called Binary Neuro-Fuzzy
Network. The superposition of quantum states is undertaken by transforming
into quantum operators suitable boolean functions. This superposition contains
the optimal solutions marked by a dedicated qubit. The extraction of these op-
timal solutions is carried out by using a specific nonlinear quantum algorithm.
The resulting learning procedure can determine the optimal solution from the
superposition of an exponential number of different BNFNs.
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Abstract. This paper presents an algorithm to compute high dimen-
sional piecewise linear (PWL) functions with simplicial division of the
input domain, and introduces the circuit scheme for its implementation
in a FPGA. It is also investigated how to modify this algorithm and
implementation to compute a class of PWL fuzzy systems.

1 Introduction

Complex systems are dynamic, nonlinear and multivariable. Therefore, deal-
ing with such systems in a feasible manner involves some considerations. First,
nonlinear dynamic systems can be separated so that nonlinearities are entirely
confined to static blocks. Then, nonlinearities can be tackled by applying approx-
imation techniques. Piecewise-linear (PWL) based methods possess interesting
properties that make them broadly used in every engineering and scientific field.
This leads to selecting convenient models that yet must deal with high dimen-
sional inputs.

Fuzzy systems, are frequently used for solving or approximating nonlinear
problems. Some classes of fuzzy systems present PWL characteristics derived
from the type of their membership functions, and so these systems provide the
required nonlinearities of the represented problem.

When using PWL techniques, simplicial partitions exhibit advantageous
approximating properties. In this paper we show an efficient hardware imple-
mentation of PWL simplicial functions of high dimensionality. The proposed
algorithm, design and architecture can be adapted to configure fundamental
blocks of PWL fuzzy systems by incorporating only minor changes. This is the
case of the systems based on the fuzzy inference mechanisms introduced by Ueno
[1] and Rovatti [2].

Section 2 briefly presents the state of the art in the computation of simplicial
PWL functions. In Section 3 a new algorithm to compute this class of functions
is proposed. In Section 4 a hardware design of the proposed algorithm and its
implementation are described. Finally, some concluding remarks are made.
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Fig. 1. Simplicial division of a PWL fuzzy system, n=3

2 Simplicial PWL Functions

Most of the simplicial PWL functions in PWL literature use the partition of the
input domain proposed by [3]. This kind of partition divides each axis into mi

segments, where i = 1, ...n and n is the dimension of the input space. For an
easier computation of the PWL functions the use of a certain homeomorphism
transforms the original domain, D, into another domain, C, where the segments
of each axis are unitary, [3].

If we assume that all the axes are divided into the same number of unitary
segments, m, the partiton of the new domain Cm consists of mn hypercubes.
Each hypercube is identified by a set of (m + 1)n vertices noted as Vm = {I ∈
Zn
+ | 0 ≤ Ii ≤ m, i = 1, . . . , n}. After this tessellation and transformation, each

hypercube is divided into n! non-overlapping simplices, each of them defined by
(n+1) vertices, {I0, ..., In}. The arrangement of the vertices of Vm in a proper
order guarantees that the simplices do not overlap, [3]. The values of the function
on the vertices will determine the function in the rest of the domain. Therefore,
as the vertices of the simplicial regions are vertices of the hypercubes, (m+ 1)n

data must be sampled to identify the function.
In the field of fuzzy systems, the model introduced by Rovatti, [2], presents a

simplicial PWL output. These fuzzy systems are defined by a set of rules if-then
where the consequents are singletons, the membership functions are normalized,
triangular and overlapped by pairs, and also by the use of the center of gravity
defuzzification. In [4] was proven that, as a result of these specifications, the
domain of these fuzzy systems is partitioned into hypercubes, but additionally
each of them is divided into 2n−1n! non-overlapping simplices. These simplicial
regions are defined by vertices of the corresponding hypercube and by the centers
of gravity of k -dimensional subcells of the hypercube (k < n), [5]. Figure 1
depicts the simplicial division of a cube, i.e. the simplicial partition of a fuzzy
system like the explained above with n=3.

In order to compute a simplicial PWL function, Julian showed that, taking in
account that the set of PWL functions with simplicial partitions of their input
domains is a Hilbert space, each PWL function can be expressed as a linear com-
bination of a set of basis functions, [6]. Regarding the geometric characteristics
of the simplices, and with a proper set of basis functions, in [7] it is shown that
the computation of a simplicial PWL function, f , is just
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f(z) =
q∑

j=0

cjμj (1)

where cj are the values of the function f on the vertices of the simplex where z
lies, and μj are the barycentric coordinates of point z with respect to the vertices
of that simplex. If point z lies within the simplex then q=n, otherwise, the point
lies on an edge of the simplex and q < n.

In [3] an algorithm to find the simplicial region where a given input lies is pre-
sented. This algorithm is slightly modified in [7] in order to make it more suitable
for a parallel implementation and a very simple mixed-signal architecture of this
algorithm is proposed. This architecture presents however an important draw-
back when it is implemented in a fully digital platform, as it will be explained
below.

3 Proposed Algorithm

In this work we propose an alternative algorithm to compute the output of a
simplicial PWL function. It has been designed keeping in mind high dimensional
cases and PWL fuzzy systems as those described above. It is very similar in com-
plexity to the algorithm presented in [7]. But the computation of the proposed
algorithm requires one multiplication less, and it is besides quite more intu-
itive. Instead of calculating the barycentric coordinates of the point, we exploit
piecewise-linear characteristic of the function: inside each simplex the function
is just an affine plane. Thus, once the simplicial region is found, the slopes and
the independent term of the corresponding hyperplane are calculated. The algo-
rithm and its implementation require minor changes to compute the output of
a PWL fuzzy system. The steps of the method are explained below:

Step 1. First we must make the input domain transformation (D → Cm) in
such way that each hypercube is unitary. Now, given an input point, z, we define
two vectors: .z/ = (.z1/ , ..., .zn/)T and δz = (z1 − .z1/ , ..., zn − .zn/)T . Vector
.z/ identifies the corresponding hypercube and coincides with I0. The vector δz
will be used to find the simplicial region where z lies.

Step2. Next, we need to sort the vector δz in a decreasing order. After this
sorting, we get a permutation p : {1, ..., n} → {1, ..., n} such that δzp(1) ≥ · · · ≥
δzp(n).

Step 3. Now we must calculate the vertices of the corresponding simplex.
These vertices will be of the form Ii = I0 + vi, where each vi is a n-dimensional
binary vector. We will denote all the vectors vi which have k 1’s as v(k). As a
result of the arrangement of the vertices of the hypercubes, vertices I0 = I0+v(0)

and I0 + v(n) will always be vertices of the corresponding simplex. In order to
find the next vector, the p(n)-th coordinate of v(n) must be replaced by a ’0’ , so
we get a v(n−1) type vertex. Then the p(n-1)-th coordinate of v(n−1) is replaced
by a ’0’. This step must be repeated until the v(0) is reached. Table 1 shows how
to get the coordinates of the n+1 vertices.
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Fig. 2. Proposed circuit scheme

Step 4. As we said above, regarding the piecewise-linear characteristic of the
function, inside each region of the domain the function is just an affine plane
and it can be derived that:

f(z) = f(I0 + δz) =
n∑

i=1

siδzi + f (I0) (2)

where si are the slopes of the plane. As the hypercubes are unitary, the calcula-
tion of the n slopes is just sp(i) = f

(
v(i)

)
− f

(
v(i−1)

)
where i=1,...,n.

When dealing with PWL fuzzy systems we must consider not only the values
of the function on the vertices of the hypercubic cells, but also the values corre-
sponding to other points, as those resulting from the defuzzification method. For
example, for systems based on the inference mechanisms of Ueno and Rovatti
the centers of gravity of lower dimensional subcells must be considered. The
computation algorithm for PWL fuzzy systems is very similar to that presented
above, by only including a previous change of variables.

4 Circuit Scheme and Hardware Implementation

In order to implement the algorithm proposed above, we will suppose that the
transformation of the input domain, D → Cm, has been previously done. Figure
2 shows the top blocks of the proposed architecture.

Table 1. This table shows how to get the n+1 different v(k), k=0,...,n

δzp(1) δzp(2) · · · δzp(n−1) δzp(n)

v(n) 1 1 · · · 1 1

v(n−1) 1 1 · · · 1 0

v(n−2) 1 1 · · · 0 0
...

...
... · · ·

...
...

v(1) 1 0 · · · 0 0

v(0) 0 0 · · · 0 0
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We will set the number of segments of each axis to m = 2b − 1, with b < n.
This makes the first step very simple, due to the fact that each component will
be encoded by a b-bit number. Thus, the b most significative bits of z will be
its integer part, and if P stands for the precision in bits of the input, the (P-b)
less significative bits of z will be the decimal part.

The sorter block calculates the permutation obtained after the sorting of the
decimal part, δz, of the input vector z. For the implementation of this circuit
component different schemes can be used, [8]. The fastest solution is the network
based on merging networks. Figure 3 depicts this kind of network for an input
with n=8. This network has a temporal complexity of t(n) = O

(
log2n

)
, there-

fore it is much faster than, for example, the Quicksort algorithm (O (nlogn)).
However, the scheme of merging networks needs a high number of comparators
(O

(
n log2n

)
) and this is just when the input is a power of two. Moreover we

would need additional logic to compute the required permutation.
As an alternative we propose the modular sorting network depicted in figure

4. It is built using n modules, which allow an easy implementation for any
dimension n of the input vector. Each module compares one of the coordinates
with all the others and when it is bigger, it increases the counter at the output.
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Table 2. This table shows the clock cycles and operations needed for the different
architectures of a simplicial PWL function

Architectures based on: Clock cycles Operations

1 counter
n comparisons

Current ramp 2P−n n 1-bit additions
1 memory block
1 acummulator

O
�
nlog2n

�
comparators

n n-bit subtractions
Merging network O

�
log2n

�
1 memory block
n multiplications

1 n-term subtraction

n comparators
n n-bit subtractions

Modular sorting network n + 5 1 memory block
n multiplications

1 n-term subtraction

Once the permutation is found the calculation of the vertices v(k) is made
by a parallel combinational circuit. These vertices together with I0 define the
simplex of the input, and they are used to address a memory block, which stores
the value of the function in all the (m+ 1)n vertices of the input domain. Then
the corresponding outputs of the memory are used to compute the slopes of the
PWL function. Finally, the slopes are multiplied by the inputs and the results
and the independent term are added in parallel. The whole circuit is controlled
by a finite state machine.

The hardware requirements of this scheme are n comparators, one memory
block, n subtracters, n multipliers and one n-input adder. The time required to
complete the calculation is n+5 clock cycles.

Regarding the algorithm presented by Julian, the architecture proposed in
[7] is based on a current ramp, a set of comparators, a memory block and an
integrator. The comparison is carried out by comparing each input with the value
of the ramp in each instant. This method has an important drawback when it
is implemented in a fully digital circuit: a digital ramp (just a counter) needs to
sweep all the possible values of the input. This means many clock cycles to make
the calculation of the output. For example, if the inputs of the function f are
8-bit precision data, the digital ramp would need 28 = 256 clock cycles to sweep
all the possible values of the input. Moreover, this algorithm is not valid when
dealing with PWL fuzzy systems. On the other hand it is a simpler architecture
in terms of complexity. Table 2 shows the clock cycles an the operations of
different architectures regarding their sorting methods.

The use of VHDL code, as well as the modularity of the proposed circuit,
allow a simple modification of several important parameters by only changing a
few lines of code. These parameters are the precision (P), the dimension of the
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(a) (b)

Fig. 5. (a) Matlab peaks function and (b) circuit’s PWL output

input (n) and the number of segments of the division of each input axis. The use
of VHDL code also allows to program the ROM block from a text file, making
possible the generation of the programming files from computing environments
like Matlab.

As an example we have implemented a two-dimensional 8-bit precission input,
(P=8). Each axis of the domain has been divided into m = 7 segments, so the
b=3 most significative bits of the input are used to codify the corresponding
segment. The ROM memory block is programmed with data extracted from the
peaks function of Matlab. Figure 5 depicts the Matlab peaks function and the
corresponding simplicial PWL output of the circuit. The implementation plat-
form is a Virtex II Pro, FPGA of Xilinx. This FPGA offers several resources
such as embedded multipliers and memory blocks. The use of these resources
makes possible an operation frequency of 140 MHz. The current controller is de-
signed to activate each module of the architecture sequentially, but if we slightly
modify the state machine, it would be possible a pipeline mode and the circuit
could achieve a sampling rate of 70 MHz. Moreover, this FPGA integrates on-
chip PowerPCs so this proposed PWL architecture can be used as a co-processor
block communicated with the PowerPC by the On-chip Peripheral Bus.

The modification of this implementation to compute PWL fuzzy system as
those referred in this work would require the addition of a combinatorial block
to make the change of variables and some other minor changes in the vertices
calculator. It would also be necessary the use of the output of the fuzzy system
at the centers of gravity of each subcell. There are two possibilities regarding this
aspect. The first one consists in storing in the ROM memory the centers of grav-
ity previously calculated off-line. This solution needs (2m + 1)n data words to
be stored into the memory block, which is a considerable amount of memory but
it wouldn’t increase the clock cycles of the computation. The other possibility
consists in including the design of extra blocks to calculate the centers of grav-
ity. In this case the addition of n adders (each of them with different number of
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inputs) and at least one more clock cycle are required. In the selection of one of
the possibilities a trade-off between speed and area occupation arises, depending
on the application in which it will be used.

5 Conclusions

An algorithm has been presented for the computation of PWL simplicial func-
tions of high dimensionality. A hardware design and architecture has been pro-
posed based on that algorithm. The procedure and the implementation are more
efficient than other remarkable methods found in the literature, and they can be
adapted to be used in PWL fuzzy systems.

This work was financed by the University of the Basque Country by the
projects UPV224.310-E-15871/2004 and EHU06/106 and by the Basque Country
Government by the project SA-2006/00015.
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Abstract. In this paper, the problem of the optimization of energetic
flows in hybrid electric vehicles is faced. We consider a hybrid electric ve-
hicle equipped with batteries, a thermal engine (or fuel cells), ultracapac-
itors and an electric engine. The energetic flows are optimized by using a
control strategy based on the prediction of short-term and medium-term
vehicle states (energy consumption, vehicle load, current route, traffic
flow, etc.). The prediction will be performed by a neuro-fuzzy control
unit, where the predictive model exploits the robustness of fuzzy logic
in managing the said uncertainties and the neural approach as a data
driven tool for non-linear control modeling.

1 Introduction

During the last two decades, governments have become more and more sensi-
tive to the topic of sustainability and the ecological future of our planet. Any
correct strategy for the sustainable development must involve proper solution
to the problem of people transportation systems in urban areas. As a conse-
quence, vehicle manufacturers are developing suited technologies towards the
use of electric-based propulsion, in particular Hybrid Electric Vehicles (HEVs)
as a bridge technology towards pure electric solutions [1]. However, the feasibil-
ity of mass production of these vehicles, besides problems due to marketing and
logistic issues, is constrained to the maintenance and operating costs to the final
user [2]. From this point of view it is very important to improve the efficiency of
the energy management by adopting a suited control strategy for the energetic
flows between batteries, thermal engine (or fuel cells), ultracapacitors and the
electric engine [3].

We will consider HEVs using two or more of such energy sources. The main
control task in a HEV is accomplished by the Control Unit (CU) that supervises
the energy partition between the different sources with the aim to maximize the
energetic efficiency. For instance, in order to reach the minimization of both fuel
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and battery consumption, several control strategies can be implemented, either
static or dynamic, according to different control algorithms and design proce-
dures [4]. This methodology allows computing the sequence of control actions
(i.e. power splitting) over a time horizon as a function of the vehicle load. When
the vehicle load and the route schedule is known in advance, a global optimal
solution can be obtained so that the CU can be suitably programmed. However,
if the vehicle load or its route change in real time, the optimality of the control
sequence is not assured. In this case a prediction of the unknown factors must
be pursued.

Traditional predictive models have a critical behavior since there are sev-
eral exogenous variables (e.g. driver behavior, traffic congestions) that are not
predictable in a deterministic fashion. We propose to optimize in real-time the
energetic flows between electrical energy sources and engines by a neuro-fuzzy
predictor, able to forecast the short-term and medium-term energy consumption
on the basis of the actual conditions (such as the route computed by an on-board
GPS system and navigation software). Neuro-fuzzy predictors make use of the
flexibility of fuzzy logic to manage the hard task of complex system modeling.
Moreover, the neural approach allows the synthesis of a suited model on the
basis of a set of examples derived by past observations of the system to be con-
trolled [5,?]. Other neuro-fuzzy approaches to the energy management in hybrid
vehicles have been already proposed in the technical literature as, for instance,
in [7,8]. The dynamic prediction of the energy consumption can be achieved as
a function of the previous consumption states. Based on the predicted values
of energy consumption, it is possible to generate suited control signals to the
actuators of energy sources.

We will ascertain the effectiveness of the proposed approach by considering
the simulation of a neuro-fuzzy CU, which will be tested on energy consumption
series collected by a HEV prototype. Basic details about energetic flows in the
simulation models adopted in this context will be illustrated in Sect. 2. The
implementation of the prediction core in the proposed neuro-fuzzy CU will be
introduced in Sect. 3, while the performance of the proposed control strategy
will be simulated in Sect. 4 considering different prediction models as well.

2 Characterization of Energetic Flows

In the following we will consider the common problem of a HEV working in a
urban context; thus, it should be a sufficiently small and light car. Nevertheless,
such a vehicle should be cost-effective with respect to other thermal (traditional)
vehicles in the same category, without considerable penalties for the accelera-
tion performance and achieving an apex speed compatible with traditional mo-
torization (i.e., 120 Km/h in suburban cycles). Although we cannot reproduce
accurately the HEV’s performances in every possible situation, we will consider
its performances in some reference working tests, in which it should satisfy the
minimal requirements.
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In order to design the energy sources of a HEV it is necessary to define a
prototype mission, by which it is possible to specify the control strategy of the
energy consumption in order to obtain the highest autonomy of the vehicle.
In this regard, we will consider the standard operation cycles defined by the
government agencies as, for instance, the NEDC for Europe (and the urban
version called ECE-15), the FTP-74 for United States, etc.

Such cycles were not defined to design traditional or hybrid vehicles, since they
were specifically intended to evaluate pollutant emissions and fuel consumption
in different route and traffic conditions. Successively, the test cycles were used to
test electric and hybrid vehicles, so that they could be compared in well-definite
situations. Consequently, the operation cycles have been defined by considering
different driving styles on urban and suburban routes. In the following we will
consider the repetition of a sufficient number of NEDC cycles, which are defined
by the 94/12 European Regulation.

The characteristics of a typical NEDC cycle are illustrated in Fig. 1; they con-
sist essentially of the mechanical power necessary to satisfy the required work,
which is evidently related to the energy consumption with a given efficiency, at
the corresponding mechanical force and velocity. As the HEV should be used
prevalently in a urban context, the whole cycle will be composed of four urban
elementary cycles (ECE-15) and only one suburban cycle. The cycles are sepa-
rated in Fig. 1 by dotted vertical lines. In its first part, the whole cycle consists
of two urban cycles in a flat slope route, each lasting 195 seconds with different
speeds up to 50 Km/h. The third part is a suburban cycle of 400 seconds, with
an apex speed of 120 Km/h. Successively, there are two other urban cycles, sim-
ilar to the previous ones but with a 10% slope. The whole cycle has a duration
of 1180 seconds and, since data are sampled every 0.5 seconds, it will be made
of 2360 samples.

The cycle represented in Fig. 1 is typically used to detect the pollutant emis-
sions of thermal engines equipping vehicles having a mass not exceeding 2500Kg.
We ascertained that the corresponding model for energy consumption describes
a wide range of situations in which HEVs are involved too. Thus, it will be
adopted for designing the CU of such vehicles. More precisely, the specific task
to be pursued is the prediction of the mechanical power as the one illustrated
in Fig. 1(a). Based on this prediction, and assuming a given autonomy due to a
fixed amount of energy available in the HEV, it possible to define the specifica-
tions for energy sources, such as type and dimensions of fuel cells, batteries and
supercapacitors. Moreover, the prediction unit will assure the largest autonomy
by providing an efficient switch among these sources in correspondence to the
particular state (instantaneous power requirement) of the HEV.

3 Optimization by a Neuro-Fuzzy Control Unit

The basic operation of a CU is the prediction of the energy consumption of the
HEV under control. Such sequences are characterized by repetitive trends, each
one in correspondence of a particular vehicle’s state (depending on load, course,
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Fig. 1. Mechanical characteristics of a NEDC cycle: (a) power requirement; (b) me-
chanical force; (c) vehicle’s speed

driver, etc.). Thus, the energy consumption is often a chaotic sequence, in which
similar subsequences appear irregularly during the HEV employment. This claim
will be ascertained in the following simulation tests.

A chaotic sequence S(n) can be considered as the output of a chaotic system
that is observable only through S(n). Using a suitable embedding technique,
the sequence is predicted by means of the reconstructed (unfolded) state-space
attractor of the underlying system [9]:

xn =
[
S(n) S(n− T ) S(n− 2T ) S(n− (D − 1)T )

]
, (1)

where xn is the reconstructed state at time n, D is the embedding dimension
of the reconstructed state-space attractor and T is the time lag between the
embedded past samples of S(n). The prediction of S(n) can be considered as
the determination of the function f(·), which approximates the link between the
reconstructed state xn and the output sample at the prediction distance q, i.e.
S(n + q) = f(xn), q > 0. In the following we will use the default value q = 1
without loss of generality.

Because of the intrinsic non-linearity and non-stationarity of a chaotic system,
f(·) should be a non-linear function, which can be determined only by using
data driven techniques [10]. Thus, the prediction of S(n) can be accomplished
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by the function approximation of f(x). We propose in this regard the use of
neuro-fuzzy networks, which are particularly suited to the solution of function
approximation problems by using a training set of samples. Nevertheless, the use
of fuzzy logic is suited to manage robustly the transition of the system between
the different states encountered while using the HEV. A control unit performing
the prediction of energy consumption using neuro-fuzzy networks will be referred
to in the following as Neuro-Fuzzy Control Unit (NFCU).

In this paper, we will consider as reference for neuro-fuzzy models the Adap-
tive Neuro-Fuzzy Inference Systems (ANFIS), composed by a set of R rules of
Sugeno first-order type [?]. The k-th rule, k = 1 . . . R, has the following form:

If x1 is B(k)1 and . . . xm is B(k)m then y(k) =
m∑

j=1

a
(k)
j xj + a

(k)
0 , (2)

where x = [x1 x2 . . . xm] is the input pattern and y(k) is the output associated
with the rule. The latter is characterized by the MFs μ

B
(k)
j

(xj) of the fuzzy input

variables B(k)j , j = 1 . . .m, and by the coefficients a(k)j , j = 0 . . .m, of the crisp
output. Several alternatives are possible for the fuzzification of crisp inputs, the
composition of input MFs, and the way rule outputs are combined [?]. Usually,
the structure of the fuzzy inference system is the following one:

ỹ =

∑R
k=1 μB(k)(x) y(k)∑R

k=1 μB(k)(x)
, (3)

where B(k) is the overall fuzzy input variable, μB(k)(x) the corresponding MF,
and ỹ the prediction, for a given input xn, of the actual value S(n+ q).

The approximation of the process f(x) is obtained by means of a training
set of P input-output pairs, being each pair the association of the reconstructed
state xn with the value to be predicted S(n + q). The crucial problem dur-
ing the learning process of ANFIS networks is to obtain a good generalization
capability, which assures a satisfactory approximation when different HEV’s con-
ditions appear from those represented by the training set. This problem has been
deeply investigated in the literature [?, 13]; usually, the generalization capabil-
ity of ANFIS networks is optimized by checking data set for overfitting model
validation [?, ?].

4 Illustrative Tests

In order to ascertain the capability of NFCUs to control efficiently the energetic
flow in HEVs, we will consider in this Section different implementations of the
prediction units. As explained, such predictors are used in the CU in order to
forecast the energy consumption with a suitable margin so that it will be possible
to switch among the different energy sources available for that vehicle. In this
regard, the prediction of the power consumption is pursued by following the
method proposed in the previous Section.



258 F.M.F. Mascioli et al.

The prediction performances of the resulting CUs are compared by consider-
ing different approximation models f(·). The first one is a simple ‘Linear’ model
determined by the least-squares technique. A neural CU is obtained by training a
Radial Basis Function (RBF) neural network using the ‘Neural Network’ toolbox
of the Matlab software package. Two different types of NFCU are obtained using
ANFIS networks as approximation models: the first one is based on rule initializa-
tion using a grid partition on the input space of the training set (‘Genfis1’ routine
of the Matlab ‘Fuzzy Logic’ toolbox); the second ANFIS model makes use of a sub-
tractive clustering method [14] for rule initialization (‘Genfis2’ routine of the Mat-
lab ‘Fuzzy Logic’ toolbox). Both ANFIS models are successively tuned by using a
hybrid learning method based on a combination of least-squares estimation with
back-propagation [?]. All the neuralmodels are validated toprevent overfitting and
thus to optimize their generalization capability.

In the following tests, the reference model for power consumption has been
obtained as explained in Sect. 2. More precisely, the power sequence illustrated in
Fig. 1(a) has been split in two subsequences: the first one is used as training set
from sample 1 to 1000; the next one, from sample 1001 to 2360, is used as test set.
The training sequence is also used to compute the time lag T and the embedding
dimension D by means of, respectively, the Average Mutual Information (AMI)
and the False Nearest Neighbors (FNN) methods [9]. The level of chaos present
in the sequences is evaluated by means of the Spatio-Temporal Entropy (STE),
which is defined and measured using the ‘VRA’ software package [15]. The STE
index takes on values close to 50% in the case of chaotic signals and tends
to 100% in the case of pure noise. We obtained for the training sequence the
following values: T = 35, D = 2 and STE = 64%. As expected, on the basis
of the several tests we carried out in this regard, the power sequences possess a
prevalent chaotic behavior, which is also affected by the spurious noise due to
the stochastic factors affecting the HEV’s operation.

Table 1. Prediction results obtained using different approximation models

Prediction Model Training Error Test Error

Linear 0.930 1.307
RBF 0.922 1.334
Genfis1 0.899 3.812
Genfis2 0.918 1.270

The prediction results of the considered models are illustrated in Table 1 in
terms of Mean Squared Error (MSE) for both the training and the test sequence.
The use of the standard neural model based on the RBF is not much effective
for this application. In fact, it performs on the test set similarly to the very
simple linear model. The use of fuzzy logic in ANFIS networks allows obtaining
better prediction results and, consequently, a better control of the HEV’s energy.
However, this is actually achieved only by the Genfis2 method, where a suitable
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Fig. 2. Prediction results using the Genfis2 method to train the ANFIS network: con-
tinuous lines represent the actual sequences; dotted lines represent the predicted se-
quences

initialization of fuzzy rules is obtained using a proper clustering technique. The
poor results of ANFIS using the Genfis1 method confirms the roughness of its
rule initialization, which is further evidenced when different learning problems
are investigated.

The behavior of sequences predicted by the Genfis2 ANFIS network is illus-
trated in Fig. 2: it is evident that we have obtained an adequate prediction
accuracy since dotted lines, corresponding to predicted sequences, are almost
identical to the actual ones for both training and test set. Thus, the high ac-
curacy obtained in the training phase does not imply overfitting phenomenons.

5 Conclusion

In this paper we have proposed a neuro-fuzzy approach for the design of energy
control units in HEVs. In this regard, we have considered the optimization of
energetic flows in such vehicles, usually equipped with batteries, thermal en-
gine, fuel cells, ultracapacitors and an electric engine. The energetic flows are
optimized by using a control strategy based on the prediction of the vehicle
states and, in particular, of their energy consumption. We have ascertained that
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prediction obtained by a NFCU exploits the robustness of fuzzy logic in managing
the underlying uncertainties and the neural approach as a data driven tool for
non-linear control modeling. The results illustrated for some simulations are
encouraging in order to improve the neuro-fuzzy prediction system and to obtain
a hardware implementation for ‘on-the-road’ validations.
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Abstract. We present a method to recognize the presence of lung can-
cer in individuals by classifying the olfactory signal acquired through
an electronic nose based on an array of MOS sensors. We analyzed the
breath of 101 persons, of which 58 as control and 43 suffering from differ-
ent types of lung cancer (primary and not) at different stages. In order
to find the components able to discriminate between the two classes
‘healthy’ and ‘sick’ as best as possible and to reduce the dimensionality
of the problem, we extracted the most significative features and projected
them into a lower dimensional space, using Nonparametric Linear Dis-
criminant Analysis. Finally, we used these features as input to a pattern
classification algorithm, based on Fuzzy k-Nearest Neighbors (Fuzzy k-
NN). The observed results, all validated using cross-validation, have been
satisfactory achieving an accuracy of 92.6%, a sensitivity of 95.3% and
a specificity of 90.5%. These results put the electronic nose as a valid
implementation of lung cancer diagnostic technique, being able to ob-
tain excellent results with a non invasive, small, low cost and very fast
instrument.

Keywords: Electronic Nose, E-Nose, Olfactory Signal, Pattern Classi-
fication, Fuzzy k-NN, MOS Sensor Array, Lung Cancer.

1 Motivation and Methodology

It has been demonstrated that the presence of lung cancer alters the percentage
of some volatile organic compounds (VOCs) present in the human breath [7],
which may be considered as markers of this disease. This substances can be
detected by an electronic nose, that is an instrument that allows to acquire the
olfactory signal. The electronic nose includes an array of electronic chemical
sensors with partial specificity and an appropriate pattern recognition system
able to recognize simple or complex odors [1].

The main objective of this paper is to demonstrate that it is possible to
recognize individuals affected by lung cancer, analyzing the olfactory signal of
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Fig. 1. Block scheme of an electronic nose

their breath, by the use of an electronic nose and an appropriate classification
algorithm.

The experiment has been developed within the Italian MILD (Multicentric
Italian Lung Detection) project, promoted by the Istituto Nazionale Tumori of
Milan, Italy. The study has been approved from the Ethical Committee of the
Institute and we asked all volunteers to sign an agreement for the participation
to the study. We analyzed the breath of 101 volunteers, of which 58 healthy
and 43 suffering from different types of lung cancer. In particular 23 of them
have a primary lung cancer, while 20 of them have different kinds of pulmonary
metastasis. Control people do not have any pulmonary disease and have negative
chest CT scan. The breath acquisition has been made by inviting all volunteers to
blow into a nalophan bag of approximately 400cm3. Considering that the breath
exhaled directly from lung is contained only in the last part of exhalation, we
decided to consider only this portion of the breath. We used a spirometer to
evaluate each volunteer exhalation capacity and, at the end of the exhalation,
we diverted the flow into the bag. Finally, the air contained in the bag has been
input to the electronic nose and analyzed. From each bag we took two measures,
obtaining a total of 202 measurements, of which 116 correspond to the breath
of healthy people and 86 to diseased ones.

2 Processing and Classification of the Olfactory Signal

An electronic nose is an instrument able to detect and recognize odors, namely
the volatile organic compounds present in the analyzed substance. It consists
in three principal components (Figure 1): a Gas Acquisition System, a Pre-
processing and Dimensionality Reduction phase and a Classification Algorithm.
In particular the acquisition of the olfactory signal is done through a sensor array
that converts a physical or chemical information into an electrical signal. MOS
sensors are characterized by high sensitivity (in the order of ppb), low cost, high
speed response and a relatively simple electronics. Considering that most of the
VOCs markers of lung cancer are present in the diseased people’s breath in very
small quantities, varying from parts per million to parts per billion, we chose
to use this kind of sensors rather than others. In particular, we used an array
composed of six MOS sensors (developed by SACMI s.c.), that react to gases
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Fig. 2. Example of a typical sensor response

with a variation of resistance. The VOCs interact with a doped semiconducting
material deposited between two metal contacts over a resistive heating element,
which operates from 200 ◦C to 400 ◦C. As a VOC passes over the doped oxide
material, the resistance between the two metal contacts changes in proportion to
the concentration of the VOC. The registered signal corresponds to the change
of resistance through time produced by the gas flow [3]. In Figure 2 it is possible
to see a typical response of a MOS sensor. In particular, each measure consists
of three main phases:

1. Before: during this time the instrument inhales the reference air, showing
in its graph a relatively constant curve;

2. During: it is the period in which the electronic nose inhales the analyzed
gas, producing a change of the sensors’ resistance. It is the most important
part of the measurement because it contains informations about how sensors
react to the particular substance;

3. After: during this phase the instrument returns to the reference line.

After the electronic nose has acquired the olfactory signal, the pre-processing
phase begins; its purpose is to reduce the effect of humidity, to normalize the
obtained signal and to manipulate the baseline. The latter transforms the sensor
response w.r.t. its baseline (e.g., response to a reference analyte) for the purposes
of contrast enhancement and drift compensation [2].

After pre-processing, we performed dimensionality reduction to extract the
most relevant information from the signal. We reached this objective through
Features Extraction, Features Selection and Features Projection in a lower di-
mensional space. The first operation extracts those descriptors from the sensors’
responses able to represent data characteristics in the most efficient way. Feature
selection finds, among all possible features, those ones that maximize the infor-
mative components and, thus, the accuracy of classification. In particular, we
applied the non-parametric test of Mann-Whitney-Wilcoxon [11] with a signifi-
cance level equal to α = 0.0001 to select only discriminant descriptors. In order
to evaluate the discriminative ability of the combination of more features, we



264 R. Blatt et al.

performed an Analysis of Variance (ANOVA) [11] and several scatter plots. Let
define R(t) the curve representing the resistance variation during the measure-
ment and R0 the value of the resistance at the beginning of the measurement
(as indicated in Figure 2), we found as the most discriminative features between
the two classes ‘healthy’ and ‘sick’:

– Single Point. It is the minimum value of resistance reached during the
measurement: S = min(R(t));

– Delta. It corresponds to the resistance change of sensors during the mea-
surement: δ = R0 −min(R(t));

– Classic. It is the ratio between the reference line and the minimum value of
resistance reached during the measurement: C = R0/min(R(t));

– Relative Integral. It is calculated as: I =
∫
R(t)/(t · R0);

– Phase Integral. It represents the closed area determined by the plot of the
state graph of the measurement [8]: x = R, y = dR/dt.

After feature selection we performed data projection: we considered Prin-
cipal Component Analysis (PCA) [10] and Nonparametric Linear Discriminant
Analysis (NPLDA) [12], that is based on nonparametric extensions of commonly
used Fisher’s linear discriminant analysis [10]. PCA transforms data in a linear
way projecting features into the directions with maximum variance. It is impor-
tant to notice that PCA does not consider category labels; this means that the
discarded directions could be exactly the most suitable for the classification pur-
pose. This limit can be overcome by NPLDA, which looks for the projection able
to maximize differences between different classes and minimize those intra-class.
In particular, NPLDA removes the unimodal gaussian assumption by computing
the between scatter-matrix Sb using local information and the k nearest neigh-
bors rule; as a result of this, the matrix Sb is full-rank, allowing to extract more
that c-1 features (where c is equal to the number of considered classes) and
the projections are able to preserve the structure of the data more closely [12].
As evident from Figure 3, NPLDA is able to separate the projected features
more clearly than PCA, which plot shows a more evident overlap of samples.
This means that NPLDA is more suitable, for the problem considered, in terms
of classification performance. Moreover, the plot and the obtained eigenvalues
clearly indicated that only one principal component is needed.

Once the most representative characteristics are found, it is possible to per-
form the analysis of the data, that, in this case, consists in a pattern recognition
algorithm. In particular, we considered Fuzzy k-Nearest Neighbors (Fuzzy k-NN)
classifier, a variation of the classic k-NN, based on a fuzzy logic approach [13].
The basic idea of k-NN is to assign a sample to the class of the k closest samples
in the training set. This method is able to do a non linear classification, starting
from a small number of samples. The algorithm is based on a measure of the dis-
tance (in this case, the Euclidean one) between the normalized features and it has
been demonstrated [10], that the k-NN is formally a non parametric approxima-
tion of the Maximum A Posteriori MAP criterion. The asymptotic performance of
this simple and powerful algorithm, is almost optimum: with an infinite number
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of samples and setting k=1, the minimum error is never higher than the double
of the Bayesian error (that is the theoretical lower bound reachable) [10]. One of
the most critical aspects of this method regards the choice of parameter k with a
limited number of samples: if k is too large, then the problem is too much simpli-
fied and the local information loses its relevance. On the other hand, a too small k
leads to a density estimation too sensitive to outliers. For this reason, we decided
to consider the Fuzzy k-NN, a variation of the classic k-NN that assigns a fuzzy
class membership to each sample and provides an output in a fuzzy form. In par-
ticular, the membership value of unlabeled sample x to ith class is influenced by
the inverse of the distances from neighbors and their class memberships:

μi(x) =

∑k
j=1 μij(‖x− xj‖)

−2
m−1

∑k
j=1 (‖x− xj‖)

−2
m−1

(1)

where μij represents the membership of labeled sample xj to the ith class. This
value can be crisp or it can be calculated according to a particular fuzzy rule:
in this work we defined a fuzzy triangular membership function with maximum
value at the average of the class and null outside the minimum and maximum
values of it. In this way, the closer the sample j is to the average point of class i,
the closer its membership value μij will be to 1 and vice versa. The parameter m
determines how heavily the distance is weighted when calculating each neighbor’s
contribution to the membership value [14]; we chose m = 2, but almost the same
error rates have been obtained on these data over a wide range of values of m.

3 Results and Conclusion

The performance of the classifier has been evaluated through the obtained con-
fusion matrix and performance indexes. Being ‘TruePositive’ (TP) a sick sample
classified as sick, ‘TrueNegative’ (TN) a healthy sample classified as healthy,
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‘FalsePositive’ (FP) a healthy sample classified as sick and ‘FalseNegative’ (FN)
a sick sample classified as healthy, performance indexes are defined as:

– Accuracy (Non Error Rate NER)=(TP + TN)/(TP + FP + TN + FN);
– Sensitivity (True Positive Rate TPR)=(TP )/(TP + FN);
– Specificity (True Negative Rate TNR)=(TN)/(TN + FP );
– Precision w.r.t. diseased people (PRECPOS)=(TP )/(TP + FP );
– Precision w.r.t. healthy people (PRECNEG)=(TN)/(TN + FN).

To obtain indexes able to describe in a reliable way the performances of the
algorithm, it is necessary to evaluate these parameters on new and unknown
data, validating the obtained results. Considering the not so big dimension of
population and that for every person we had two samples, we opted for a modified
Leave-One-Out approach: each test set is composed by the pair of measurements
corresponding to the same person, instead of a single measure as would be in the
normal Leave-One-Out method. Doing this way, we avoided that one of these
two measures could belong to the training set, while using the other in the test
set. In order to deeply understand the relevance of the obtained performance
indexes, we calculated the corresponding confidence intervals, which lower and
upper bounds are defined as:

X̄ − tα
2

σ√
n
≤ μx ≤ X̄ + tα

2

σ√
n

(2)

where X̄ is the registered index value, n is the number of the degrees of freedom,
σ is the standard deviation and tα

2
is the quantile of the t-student distribution

corresponding to the degrees of freedom-1 of the problem.
Results obtained by Fuzzy k-NN are very satisfactory, leading to an accu-

racy of 92.6%. The confusion matrix obtained by this algorithm is shown in
Table 1(a), where elements along the principal diagonal represent respectively
the TruePositive and the TrueNegative values, while those off-diagonal are re-
spectively the FalseNegative and the FalsePositive values. Performance indexes
and their corresponding confidence intervals (set CI=95%), are reported in Ta-
ble 1(b). A relevant consideration regards the robustness of Fuzzy k-NN to k
changes: we considered different values of k, but the algorithm demonstrated to
be very robust to these changes, keeping its results invariant.

In order to prove the effectiveness of Fuzzy k-NN for the considered problem,
we evaluated also other families of classifiers: in particular we considered perfor-
mance achieved by the classic k-NN, by a feedforward artificial neural network
(ANN) and by two classifiers based, respectively, on linear and quadratic dis-
criminant functions. All obtained results were comparable or worst than those
achieved by Fuzzy k-NN in terms of average accuracy. Considering the single in-
dexes we noticed that sensitivity and precision w.r.t healthy people were higher
using Fuzzy k-NN classifier. This consideration is very important because in di-
agnosis sensitivity is more relevant than specificity because it is more important
to recognize correctly a sick person instead of a healthy one; in the same way,
precision w.r.t. negative samples is more relevant than precision w.r.t. positive
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Table 1. Confusion matrix (a) and performance indexes (b) obtained from Fuzzy k-NN
algorithm (k=1,3,5,9,101)

(a)

CONFUSION ESTIMATED LABELS

MATRIX Positive Negative

TRUE Positive 82 4

LABELS Negative 11 105

(b)

Indexes Average Index Confidence Interval

(CI = 95%)

Accuracy 92.6% [88.5-96.7]

Sensitivity 95.3% [91.8-98.9]

Specificity 90.5% [86.0-95.0]

PRECP OS 88.2% [82.3-94.1]

PRECNEG 96.3% [93.2-99.4]

Table 2. Comparison of lung cancer diagnosis performance and corresponding con-
fidence intervals (set CI=95%) reached by the electronic nose presented in this work
and current diagnostic techniques. Data from [9]. Note that results regarding CAT and
PET have been obtained from a different dataset than the one analyzed by the E-Nose.

Accuracy Sensitivity Specificity PRECPOS PRECNEG

CAT Nd 75% 66% Nd Nd

Confidence Interval [60-90] [55-77]

PET Nd 91% 86% Nd Nd

Confidence Interval [81-100] [78- 94]

E-Nose 92.6% 95.3% 90.5% 88.2% 96.3%

Confidence Interval [88.5-96.7] [91.8-98.9]] [86.0-95.0] [82.3-94.1] [93.2-99.4]

ones, because it is worse to classify a person as healthy when he or she is ac-
tually sick, than the opposite. Moreover the robustness showed by the Fuzzy
k-NN’s to k changes is not verified in the classic k-NN, that lead to different
results according to different values of k. However, performing a Student’s t-test
between all pair of classifiers, no relevant differences emerged; this means that
implemented classifiers’ results are comparable for the problem considered.

The use of an electronic nose as lung cancer diagnostic tool is reasonable if
it gives some advantage compared to current lung cancer diagnostic techniques,
namely Computed Axial Tomography (CAT) and Positron Emission Tomogra-
phy (PET). Not only this is verified in terms of performance, as illustrated in
Table 2, but also because the electronic nose, unlike the classical approaches, is
a low cost, robust, small (and thus, eventually portable), very fast and, above
all, non invasive instrument.

In literature there are three other main research works regarding lung cancer di-
agnosis by an electronic nose [4,5,6]. Accuracy indexes obtained from these works
were respectively equal to 90.32%, 88.16% and 80%. Moreover, in [5] and [6], no
cross-validation techniques has been applied to obtain such results; this means
that results have been obtained from one realization and, therefore, they are not
necessarily representative of the real generalization capability of the classifier.
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An ambitious research prospective regards the individuation of risk factors
connected to lung cancer (as smoke or food). Involving a larger population and
partitioning it according to different disease stages, it would be possible to study
the possibility of early diagnosis, that is the most important prospective of re-
search that this work should follow.
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Abstract. The implementation of training algorithms for SVMs on em-
bedded architectures differs significantly from the electronic support of
trained SVMsystems.Thismostly depends on the complexity and the com-
putational intricacies brought about by the optimization process,
which implies a Quadratic-Programming problem and usually involves
large data sets.Thiswork presents a general approach to the efficient imple-
mentation of SVMtraining on Digital Signal Processor (DSP)devices. The
methodology optimizes efficiency by suitably adjusting the established, ef-
fective Keerthi’s optimization algorithm for large data sets. Besides, the
algorithm is reformulated to best exploit the computational features of
DSP devices and boost efficiency accordingly. Experimental results tackle
the training problem of SVMs by involving real-world benchmarks, and
confirm both the computational efficiency of the approach.

Keywords: Support Vector Machine, SMO, embedded systems, DSP.

1 Introduction

Support Vector Machines (SVMs) [1] are one of the most effective tools for
tackling classification and regression problems in complex, nonlinear data distri-
butions [1, 2]. Indeed, SVM has been recently successfully applied to the fuzzy
methodology [3, 4]. The training of SVMs is characterized by convex optimiza-
tion problem; thus local minima can be avoided by using polynomial-complexity
Quadratic Programming (QP) methods. Besides, kernel-based representations
allow SVMs to handle arbitrary distributions that may not be linearly separa-
ble in the data space. The ability to handle huge masses of data is indeed an
important feature; in such significant cases, SVM training algorithms [5-7] typi-
cally adopt an iterative selection strategy: first, limited subsets of (supposedly)
critical patterns are identified and undergo partial optimization; then the local
solution thus obtained is projected onto the whole data set to verify consistency
and global optimality. Such a process iterates until convergence.

The success of SVMs in real-world domains motivates continuing research to-
ward embedded implementations on low-cost machinery. Programmable digital
devices often represent the basic choice for the run-time support of trained SVMs
[8], but FPGA technology may not prove efficient when dealing with systems that
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require training capabilities. In these cases, the target hardware platforms should
be endowed with: 1) agile memory handling for easy support of the pattern-
selection strategies described in the previous section; 2) buffering and caching
capabilities, for managing large sets of high-dimensional data effectively; 3) spe-
cialized arithmetic features to speed up computations and maximize efficiency;
4) limited cost, to ensure maximal market impact of the embedded technologies.
Hence, the basic features of the SVM training model make the family of Digital
Signal Processors (DSPs) possibly more appropriate. Therefore, this paper de-
scribes a methodology for the embedded support of SVM training by means of
DSP-based architectures. The research reconsiders the overall training problem
and privileges the viewpoint of embedded implementations. This resulted in a
hardware-oriented version of Keerthi’s well-known optimization algorithm [6]. A
reformulation of the basic local-optimization steps allows the algorithm to ex-
ploit the architectural features of the target processors at best, thus attaining
highest efficiency. The method has been tested on a set of standard benchmarks,
to verify the algorithm’s effectiveness and the computational efficiency of the
embedded system.

2 Support Vector Machines for Classification

A binary classification problem involves a set of patterns Z ={(xl, yl); l=1,..,np}
where yl ∈{-1,+1}. To perform such task, SVM [1] requires the solution of the
QP problem:

min
α

⎧⎨
⎩

1
2

np∑
l,m=1

αlαmylymK(xl,xm)−
np∑
l=1

αl

⎫⎬
⎭ subject to:

⎧⎨
⎩

0 ≤ αl ≤ C, ∀l
np∑
l=1

ylαl = 0

(1)
where αl are the SVM parameters setting the class-separating surface and the
scalar quantity C upper bounds the SVM parameters; K() is a kernel function
such that K (x1,x2) = 〈Φ (x1) , Φ (x2)〉, where Φ(x1) and Φ(x2) are the points
in the “feature” space that are associated with x1 and x2, respectively. An SVM
supports a linear class separation in that feature space; the classification rule for
a trained SVM is:

f(x) =
np∑
l=1

αlylK(x,xl) + b (2)

where b is a bias. The nSV patterns for which non-null parameters αl are found
by solving (1) are called support vectors. For a thorough presentation of SVM,
see [1, 2].

The problem setting (1) involves a QP problem with linear constraints; thus,
the solution is unique and it can be found in polynomial time. Since the prob-
lem formulation depends on the sample cardinality, np, an effective strategy for
selecting the eventual support vectors is critical in the presence of large training
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sets. In such cases, the widely accepted approach consists in focusing the opti-
mization algorithm on subsets of training patterns in turns. Sequential Minimal
Optimization (SMO) [6, 7] proved to be one of the most effective approaches for
that purpose. It belongs to the class of “Decomposition” methods [5]; hence, the
overall QP problem is decomposed into fixed size QP sub-problems. In partic-
ular, SMO involves the smallest possible subset of vectors, and considers pairs
of patterns sequentially. The crucial advantage is that the solution of (1) when
np=2 can be computed analytically and explicitly.

Lin’s LibSVM [7] represents a highly efficient implementation of the SMO
approach in terms of convergence speed. LibSVM applies Keerthi’s SMO [6]
on “working sets” of patterns that can be selected iteratively by a shrinking
process. This approach tackles the convergence problem by measuring the cost
gradient, ∇fl, at the l-th pattern xl. The selection strategy identifies the pair
of patterns whose Lagrange coefficients {αi, αj} most violate the Karush-Kuhn-
Tucker conditions (KKTs) [6]. Two quantities are associated with these patterns,
and rule the stopping criterion:

gi ≡
{
−∇f(α)i if yi = 1, αi < C
∇f(α)i if yi = −1, αi > 0 , gj ≡

{
−∇f(α)j if yj = −1, αj < C
∇f(α)j if yj = 1, αj > 0 ;

(3)
the stopping condition that ensures convergence is written as gi ≤ gj . Empirical
practice shows that it is one of the most successful strategies to minimize the
number of iterations in QP optimization.

3 SVM Training on DSP-Based Architectures

The basic algorithm for SVM training described in LibSVM involves three main
procedures (Fig.1) : 1) the selection of the working set, 2) the verification of
stopping criteria, and 3) the update of the crucial quantities, namely, αi, αj , and
∇f(α). The first two steps clearly play a crucial role to the ultimate effectiveness
of the training algorithm.

Nevertheless, one should note that the optimization efficiency of decompo-
sitions algorithms is conventionally measured by the involved reduction in the
number of iterations until QP convergence. When implemented on specific em-
bedded devices, however, selection-based algorithms might exhibit peculiar fea-
tures that ultimately tend to limit the computational efficiency of the overall
system.

The crucial issue is that the implemented strategy should also take into ac-
count the internal architecture of the target electronic device. Toward that end,
the research presented in this paper proposes a hardware-oriented reformulation
of the optimization algorithm [6] for DSP-based embedded electronics, which
provide a suitable tradeoff between computational power and cost efficiency. Be-
sides, in the specific context of SVMs, hardware-looping capabilities and SIMD
architectures well fit the features of training algorithms, which are typically
characterized by deeply nested loop cycles.
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Fig. 1. The basic steps of the SVM training algorithm

3.1 Training Algorithm: Reformulation and Optimization

Keerthi’s algorithm can be adapted by means of specific reformulations in the
basic local-optimization steps, and the eventual optimization algorithm exploits
a slightly modified heuristic. With respect to the original criterion formulated
in the LibSVM library [7], the new heuristic proposed in this work replaces (3)
with:

gi ≡
{
−∇f(α)i if yi = 1, αi < C
∇f(α)i if yi = −1, αi = C

, (4)

Thus, the new pattern-selection heuristic implied by (4) improves on compu-
tational efficiency by accepting the risk that a few patterns might violate one
KKT condition. From a hardware-oriented viewpoint, the rationale behind this
approach is that fulfilling entirely the KKTs results in a computationally de-
manding task. On the other hand, one runs the risk that the method might
reach a sub-optimal solution. The reformulation (4) specifically aims to balance
solution accuracy and computational efficiency.

From a cognitive viewpoint, one might justify the above modified heuristic
in terms of region representation. The heuristic implied by (4) replaces the con-
dition αi > 0 with αi = C; hence, only multipliers that are bounded support
vectors are considered violators. In principle, one doesn’t know how bounded
support vectors and true support vectors are placed; however, in practice, a con-
siderable percentage of the bounded support vectors that are violators with the
original heuristic (3) will be subject to optimization process implied by (4). In-
deed, true support vectors are not used in the optimization process; as a result, a
loss of generalization ability is expected. Experimental evidence actually showed
that the new heuristic embeds a sort of early stopping criterion.
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Fig. 2. Results on the ”Diabetes” and ”Sonar” datasets using the LibSVM criterion
and the DSP-enhanced heuristic

The graphs in Fig.2 plot the dual cost (1) on the y-axis versus the number of
iterations for two training sessions. The graphs compare the results obtained by
training an SVM with the original criterion (gray line) with those resulting from
the DSP-enhanced heuristic (4) (black line). Fig. 2a presents the costs for the
“Pima-Indians Diabetes” testbed [9], whereas Fig. 2b is associated with tests
on the “Sonar” testbed [10]. In both cases, the graphs show that the algorithm
based on the DSP-enhanced selection strategy supports an early stopping crite-
rion, as it terminates in a number of iterations that is significantly smaller than
that required by the original criterion. Indeed, one notes that the training cost
attained by the proposed algorithm is quite close to the optimal solution reached
by the original algorithm. Further experiments on other testbeds confirmed these
conclusions.

3.2 Training Algorithm: Basic Porting

Step 3) indeed involves some critical aspects for the DSP implementation, as
updating ∇f(α) requires the access to the Hessian matrix Q. In general, the
Hessian matrix needs an amount of memory that is available only in the memory
external to the DSP. Thus, to implement the updating task efficiently, bandwidth
becomes a critical aspect in transferring data from external RAM to the on-DSP
memory.

The specific internal architectures of DSP devices allow one to attain optimal
performance, as the Harvard schema provides separate, independent memory
sections for program and data buses. Moreover, DMA channels allow indepen-
dent memory loading from external to internal memory. Hence, in the proposed
implementation, the DSP-internal RAM operates as a fast caching device, where
matrix subsections are copied in turns. The eventual design strategy follows the
architectural approach sketched in Fig. 2. The working set selection defines the
columns of the Hessian matrix involved in the update procedure; then, DMA-
channels support data loading from external to internal memory. As a result,
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Fig. 3. The design strategy supporting data loading from the Hessian matrix

data transfer from the cache proceeds in parallel with ongoing computations.
DMA channels are then used for data transfer from the external to the on-chip
memory, so that the core can operate with limited latency. These features allow
embedded implementations to exploit properly the limited amount of on-chip
memory even when large data sets are involved. Incidentally, one notes that
such a characteristic is hardly found on conventional microprocessors, which do
not support directly addressable on-chip memory.

4 Experimental Results

The proposed training algorithm has been implemented on an “ADSP-BF533
Blackfin” Analog Devices R© DSP (denoted, in the following, as ‘Blackfin’ for
brevity), running at a clock speed of 270 MHz. This device combine a 32-bit
RISC instruction set with a dual 16-bit multiply accumulate (MAC) digital signal
processing functionality. The memory architecture is hierarchical and provides a
fast on chip memory (L1) and a slower off-chip memory. This platform supports
DMA data transfer between internal and external data memory, thereby fulfilling
the bandwidth condition for optimal data-transfer rates. Fixed-point representa-
tion brings about some loss in precision, as compared with the performance that
could be attained by the higher resolutions provided by floating-point representa-
tions. Preliminary analysis pointed out that a 16-bit quantization level conveyed
an acceptable degradation for the problem at hand. At the same time, the Q15
format representation allowed one to exploit the available 16-bit multipliers in
parallel within the Blackfin DSP core.

The results presented in Table I compare the performances of the original
training algorithm with the enhanced version implemented on the target DSP
platform. To allow a fair comparison, training sessions were always performed
by using the following parameter settings: C=1, 2σ2=100. Table 1 (a) and (b)
compare the performances of the two algorithms on a random subset (np = 100)
of four different testbeds: ”Spam,” ”Ionosphere,” ”Banana,” and ”Pima-Indians
Diabetes” [9, 11]. The following quantities are reported: the number of iterations
required by the training procedure, the dual cost (1) attained at convergence,
the classification performance of error percentage (CE), the number of support
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Table 1. Performance comparison between the enhanced algorithm and LibSVM

Spam Testbed Ionosphere Testbed

Proposed
heuristic
(DSP)

LibSVM
criterion
(DSP)

LibSVM
criterion
(PC)

Proposed
heuristic
(DSP)

LibSVM
criterion
(DSP)

LibSVM
criterion
(PC)

Iterations 86 172 55 54 69 47

Dual cost -31.894 -31.978 -31.916 -49.514 -49.707 -49.606

CE 1 1 1 12 12 12

SV 63 65 66 73 72 71

Clock cycles 598010 3194066 - 378150 1301331 -

Banana Testbed Diabetes Testbed

Proposed
heuristic
(DSP)

LibSVM
criterion
(DSP)

LibSVM
criterion
(PC)

Proposed
heuristic
(DSP)

LibSVM
criterion
(DSP)

LibSVM
criterion
(PC)

Iterations 52 97 51 49 49 49

Dual cost -96.772 -96.649 -96.863 -92.043 -92.043 -91.828

CE 49 51 51 51 51 50

SV 99 98 98 98 98 98

Clock cycles 357755 1799341 - 334770 1254342 -

vectors (SV), and the clock cycles required. The last column gives the results
obtained by completing the SVM training on a high-end PC supporting the
original heuristic included in LibSVM.

Empirical evidence confirms that the DSP-enhanced heuristic improves com-
putational efficiency by attaining satisfactory performances in term of dual cost
and digital cost. Experimental evidence shows that when implemented on a DSP
LibSVM requires a computational effort that is five times larger than the effort
required by the proposed heuristic. The proposed heuristic always outperforms
the original heuristic in term of computational efficiency. Nonetheless, the dual
cost and the classification error are very close to the reference values obtained
by running LibSVM on a PC.
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Abstract. The paper shows methods that could be suitably applied to
manage uncertainties in space systems design and modeling. Attention is
focused on the Interval Analysis, as one of the most promising methods.
In this research two issues typical faced in space-related researchs have
been treated: optimization and ordinary differential equations (ODEs)
solving taking into account possible uncertainties included in the mod-
els; the first is generally related to space system design phases while the
second deals with systems dynamics analysis. Because of lack of space
this paper presents results from the first area only: more specifically, the
optimization of a control system design to accomplish robust reconfig-
uration manoeuvre is achieved taking into account uncertainties on the
technological parameters of the propulsion unit to obtain a robust de-
sign from the beginning of the study. Results turned out that the Interval
Analysis is effective and efficient to handle these classes of uncertainties.

1 Introduction

This paper presents the very preliminary results of a research project focused
on identifying problems concerning Space in which uncertainty has a key role,
and on finding out methodologies, as general as possible, that allow handling
uncertainties with a significant benefit for the problem solving. Any engineering
application entails some undefined quantities not perfectly known at the be-
ginning of the project and typically inferred by the designers - thanks to their
expertise - with a certain degree of confidence. It is noteworthy that as soon as
a project got its maturity and every single component is optimized, even very
small variations around the nominal values assumed along the design process
could lead to low performances or, more drastically, to catastrophic events for
the safety of the system itself: for example very little truncation errors (of the
order of 10−8) on the onboard 24 bit computer compromised the Patriot missiles’
control system in the Gulf War [1]. If such a small error leads to the failure of a
whole project, it is easy to understand that bigger errors, given by the absence
of knowledge, would bring to unreliable results. That makes quite meaningful to
look for methods that can manage the unavoidable uncertainties from the very
beginning of any kind of project. In this way assumptions, made to guess those
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numbers that are not perfectly known, would affect the system performance at
the minimum, giving the solution the precious feature to be robust. Recently
a growing interest of the scientific and technological community to this kind of
problems has been registered. The NASA Langley Research Center too identi-
fied a critical need in applying uncertainty-based methodologies for application
to aerospace vehicles [2]. The uncertainty-based design is a design problem that
has a vague and imprecise formulation; that is some essential components of the
problem, like parameters used to describe either the phenomenon or the nom-
inal mathematical model that captures its physics, have not a clear analytical
representation. There are two main interesting problems in which uncertainty
has a preeminent role: the robust design and the reliability-based design [2].
The robust design tries to output a system that is unsensible to little variations
around the nominal value of all those data that are not precisely known; as
a result a high quality system that has high performances in everyday fluctua-
tions of the parameters during its operative life is obtained. The reliability-based
design’s target is a system that correctly works even when unknown data are
very far from their nominal value; the result is an highly safe system that can
avoid catastrophe even in extreme operating conditions. The same mathematical
formulation can be employed to manage both the aforementioned approaches.
In this paper the Interval Analysis has been selected to face uncertainty-based
design problems. The following sections are dedicated to present and deeper dis-
cuss an optimal control problem solving with a robust approach: a rendez-vous
manoeuvre to change the orbit of a spacecraft controlled by means of electric
thrusters; uncertainties relate to the selected control devices performances; that
simple test case is representative for a class of actual problems related to the
identification of stable control solutions, even in the very first designing phase,
through the choice of a technological class of products; the choice, however, is
connected to the different technical performances the alternative products have,
which -at the design process beginning - are undefined,being the outputs of the
design process itself.

The ODE system solving in presence of uncertainties- that represents the
other class of typical problems aerospace engineers have to deal with - is not
discussed because of lack of space, although the research done so far revealed
the Interval Analysis to be a suitable tool to solve some of those problems too.
A deep presentation of Interval Analysis could be found in [3][4][5]. Furthermore
useful instructions to implement Interval Analysis in MatLab could be find in
[6] with some others numerical techniques developed to solve many classical
problems [7][8].

2 Robust Optimal Control

Interval Analysis exploited in studies focused on enhancing the robustness fea-
tures for control systems has the aim to guarantee the stability of the controller
with respect to the uncertainties included in the mathematical description of the
process that has to be controlled. That technique can be applied twofold within
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this research area: stability analysis : the controller is obtained by means of usual
real and crisp techniques; its performances in terms of stability are then mea-
sured through the Interval Analysis; control system design: the Interval Analysis
is here applied from the very beginning of the controller design process to di-
rectly make it stable according to the considered uncertainties. Literature offers
some examples for both the applications [4][9][10]. The first application is be-
coming more widespread, while very few works can be retrieved as far as the
second scenario is concerned, according to the uncertainties management. In the
following a control system design application is presented. Differently from ap-
plications offered in literature, the Optimal Control Theory is here preferred to
solve the control problem.The control design is based upon the mathematical
description of the phenomenon that has to be controlled: as a consequence the
control is greatly affected by the model quality. No matter of the model pre-
cision some discrepancies always keep existing between the model and the real
world. The Interval Analysis is here exploited as an effective tool to keep trace of
those discrepancies and their effects on the results while synthesizing the control
law. Discrepancies may be introduced as parametric and nonparametric pertur-
bations: parametric perturbations account for the inexact knowledge of some
parameters selected to settle the model; nonparametric perturbations concern
with the unmodeled dynamics. The application showed in this paper is focused
on the first class of possible perturbations, since nonparametric uncertainties are
already included in the Robust and Optimal Control Theory.

2.1 Problem Formulation

TThe procedure to follow to design a control system under uncertainties is here
described. The specific example is treated in the next paragraph. Given a linear
system perfectly known with no uncertain parameter, it is well known that the
control parameters domain is a limited interval [c]. The technology that is used
for the control system restricts the value of the parameters to lie in a feasible
interval [c]. The target is to find the values of the parameters for which the
closed loop poles lie on the left semi-plane of the complex space,having its origin
in x = −δ, whit δ > 0; δ is the required stability margin. By building the Routh
table for the translated system, it is possible to define the Routh vector by taking
into account the first column of the table, r = r (c, δ). The designer asks for the
maximum degree of stability in the feasible set:

c = arg max
c∈[c]

max
r(c,δ)≥0

δ (1)

Let now insert a vector of uncertain parameters, p, that refers to the transfer
function and lies in a set that can be easily represented with an interval vector,
[p]. The control vector has to be stabilized for every parameter value included
in the uncertain vector. The obtained solution space is:

Sc = arg max
c∈[c]

(
min
p∈[p]

max
r(p,c,δ)≥0

δ

)
(2)
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The target stays in finding at least a solution that lies in the solution space,
Sc. The problem leads to a system of non linear inequalities that can be solved
by applying one of the several Interval Analysis Global Optimization techniques,
known as branch and bound [3][5][6]. Others than the stability degree constraint
can be considered, such as constraints on the dumping coefficient, the static
gain and the stability margin, just adding more inequalities to the system. The
computational cost of the designing process grows exponentially with the p and
c vectors dimensions. For this reason only controllers with a simple structure
can be designed and the research field is still very open.

2.2 Control System for a Reconfiguration Manoeuvre

The former procedure is here applied to the design of an optimal control sys-
tem for a reconfiguration manoeuvre in space. It is assumed that the spacecraft
mounts low thrust devices to control its own centre of mass dynamics.The recon-
figuration manoeuvre is aimed to move the space system from a slightly circular
to a perfectly circular orbit [11][12]. That is a typical reconfiguration manoeuvre
for orbiting systems; figure 1reports a sketch of the manoeuvre. The equations
of motion for the spacecraft and the target point can be respectively expressed
- in an inertial frame - as follows:

d2r1
dt2

= − μ

r31
r1 (3)

d2r2
dt2

= −μr
3
2r2
+

f (4)

where f and μ are the vector of accelerations given by the control system and the
planetary constant respectively. It is possible to express the inertial dynamics
with respect to the relative position vector �:

d2�

dt2
=
d2r2
dt2

− d2r1
dt2

=
μ

r31

[
r1 −

r31
r32

r2

]
+ f (5)

Fig. 1. Reconfiguration manoeuvre scheme
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Eq.(5) can be expressed according to an orbiting reference system: by ne-
glecting higher order terms, thanks to a very low eccentricity, the Hill-Clohessy-
Wilshire equations are obtained [12]:

ẍ− 2nẏ − 3n2x = fx

ÿ + 2nẋ = fy

z̈ + n2z = fz (6)

n is the mean angular velocity, equal to
√
μ/r31

The third equation in Eqs.(6) is uncoupled from the others; it should be re-
minded that the z axis the third equation refers to, is normal to the orbital plane;
therefore that third equation is representative for the out-of-plane motion. The
nature of the free dynamics equation (i.e. fz = 0) reveals an oscillatory behaviour
that makes the spacecraft swings around the orbit plane twice a orbit; indeed,
as soon as the spacecraft crosses the target orbit plane, an orbital maneuver
should occur to input the satellite on the desired final plane. The controller is
designed taking into account the x− y in-plane coupled dynamics only.The sys-
tem is preferably written at the states. The state variables vector, q, and the
control forces vector, u, are defined as:

qT =
{
x ẋ y ẏ

}
(7)

uT =
{
fx fy

}
(8)

By having in mind Eqs.(7) and (8) the system can be settled as follows:

{q̇} = [A] {q}+ [B] {u} (9)

To design the controller, the theory of Optimal Control with infinite horizon
is applied[20]; therefore the minimization of the following functional was aimed:

F =
1
2

∫ (
qTQq + ρuTRu

)
dt (10)

The Q matrix has been settled to have equally weighted states; a min-max
approach has been applied to get the R matrix. The Riccati equation can be
written:

PA+ATP +Q− ρPBR−1BTP = 0 (11)

the P matrix is obtained by solving Eq.(11).The gain matrix G can be, then,
computed from Eq.(12), and the Eq.(11) can be formalized as a system of non
linear equations.

G = R−1BTP (12)

The uncertainty is introduced in terms of maximum thrust the propulsion unit
can supply: a 2 N nominal thrust is assumed, with an uncertainty span of ±10%;
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Fig. 2. Poles obtained with nominal thrust

that is the typical range offered by data sheets of electrical thrusters. The R ma-
trix is clearly affected by the inserted uncertainty on the actuator performances:
it is no more a crisp but an interval matrix. Therefore the nonlinear equations
system that allows computing the P matrix asks for interval computation.

2.3 Results

To solve the system of interval non linear equations an algorithm, based on the
branch and bound technique [3],[10] has been developed. The resulting P is an
interval matrix, and generates an interval gain matrix:

[G] = [R]−1BT [P ] (13)

The potential of the Interval Analysis allows taking into account the thrusters
uncertain performances directly in the gain matrix computation: the suitability
of the selected actuators category - in terms of controller robustness - can be
stated through a single analysis that spreads all over the thrusters performance
interval. Figure 2 shows the closed loop poles obtained by the matrices Ginf ,
Gmed, and Gsup respectively; matrices refer to the lower bound, the middle point,
and the upper bound of every interval of the G matrix evaluated in Eq.(13).

The designed control system is stable for every choice of the gain matrix values
within the bounds obtained with the Interval Analysis. A comparison between
these results and the closed loop poles obtained with a classical crisp approach
is also highlighted in figure 2. The crisp analysis has been accomplished by con-
sidering a nominal thrust level of 2 N. The crisp controller is stabler than the
controller synthesized while taking into account possible thrust uncertainties.
The effects of the worst propulsion unit performances occurrence are shown in
figure 3: location of the controller poles, identified by solving the Riccati equation
for nominal condition, whenever the thrust is actually of 1.8 N are presented:
the obtained controller is less stable than the worst controller obtained by con-
sidering the uncertainty till the beginning of the design process, exploiting the
Interval Analysis methodology. The average performances - in term of stability
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Fig. 3. Poles obtained with the lowest available thurst

- of the interval controller are very close to those of the typically applied crisp
technique; as an added value, it is noteworthy that the interval controller per-
forms more robustly according to parametric uncertainties the system may have.
A SWLQR (Sensitivity Weighted Linear Quadratic Regulator) designing method
may lead to similar results: less stable with respect to nominal values, but with
more robust performances around the nominal case. However, it is important to
note that the SWLQR method cannot be applied to the proposed scenario as
the state vector is independent from the uncertain parameter [13].

3 Conclusions

All engineering projects are affected by uncertainties; therefore a methodology
that helps taking into account those imprecisions from the very beginning of the
process would certainly represents a powerful and effective tool to increase both
the reliability and the quality of the final product. At the time being to cope with
the problem the Monte Carlo simulations are largely applied, but they present
some drawbacks. First of all they are very time and resource consuming. Further
they need assumptions on the probability density functions of the uncertain data.
For this reason they often lead to the most probable solution, not taking into ac-
count the tails of the probability density functions and so those conditions that
actually size the problem. Last, but not least, computerized computations intro-
duce rounding, truncation and conversion errors. The Interval Analysis has been
developed to overcome all those limitations, giving rise to a guaranteed result. In
this paper an example from typical problems in which uncertainty holds a key
role in space system analysis is presented. A critical analysis of the obtained re-
sults leads to state that the Interval Analysis seems to be a promising technique
- to be wider tested on similar benchmarks - to get rid of problems significantly
affected by some relevant quantities uncertainties. By taking advantage of Global
Optimization techniques based on Interval Analysis [5], the design of an opti-
mal controller affected by uncertainties in the actuators technical parameters has
been achieved. Thanks to the Interval Analysis exploitation a controller stabler
than the controller synthesized by means of a traditional approach is obtained;
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that translates into a better knowledge of the system behaviour during different
operative conditions with a reduced analysis effort. Interval Analysis seems to ef-
ficiently behave whenever uncertainties are strictly connected with ODEs solving
too: although here not presented for lack of space, effects of both initial conditions
and parameters uncertainties on the final state vector of a dynamic system can be
obtained. Again, the increase of knowledge is evident: the actual uncertainties typ-
ically unmodeled can be taken into account while analyzing the system behavior,
catching important information about each quantity sensitivity according to those
uncertainties. It has to be said that the computational need of Interval Analysis is
greater than the Real Algebra computational effort. To overcome this drawback
other new techniques have been developed; the Taylor Models method to be surely
mentioned. This method improves Interval Analysis potential and is useful also to
solve integration problems affected by wrapping effect.
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Facoltá di Ingegneria

Dipartimento di Metodi e Modelli Matematici per le Scienze Applicate
v.A.Scarpa n.16 - 00161 ROMA(ITALIA)

Abstract. In the fuzzy setting we define a collector of entropies, which
allows us to consider the reliability of observers. This leads to a system
of functional equations. We are able to find the general solution of the
system for collectors, which are compatible with a law of the kind ”Inf”
in [2]. Finally we give a class of solutions for a collector for which we
dont’n take into account a law of compositivity for entropies.

1 Introduction

In the subjective theory of information without probability, according with
J.Kampé de Feriet and B.Forte [7], one supposes that each group of observers
is provided with an amount of information for the same event. Every group has
a reliability coefficient, which enjoys some characteristic properties, as Baker,
Forte and Lamb have proposed in [1,4,5,6]. We have already studied the same
problem for fuzzy events [8,9]. In this paper we shall give an entropy of fuzzy
partitions which is influenced by a group of observers. The collector is the en-
tropy computed taking into account of the different opinions of the groups of
observers in the framework of an axiomatic theory.

For example: let F be the fuzzy set of ill grey-haired men between 40 and
60 years. The partition P(F) has two atoms, F1 and F2 : the ill grey-haired
men 40− 50 years old and 51− 60, respectively. The groups of observers are the
crisp sets E1 and E2 of the dentists and the surgeons, respectively. Our collector
allows us to estimate the entropy through the reability ascribed to the different
groups of observers.

2 Preliminaires

In the fuzzy setting, we consider the following model:
1) X is an abstract space, F is a family of fuzzy setsF ⊂ X with membership

function f(x) ∈ [0, 1], ∀x ∈ X ; we refer to [11] for the operations among fuzzy
sets.

A fuzzy partition of the set F , called support, is a family [3] of fuzzy sets,
called atoms P(F ) = {F1 , ...,Fi , ...,Fn/Fi ∩ Fh = ∅,Σn

i=1 fi (x ) = f (x )}. We
refer to [3] for the concepts conserning the fuzzy partitions. G is the family of
all partitions. We indicate with {F} the fuzzy set F thought as a partition.
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As in [10], given two partitions P(F ) and P(G), with F ∩G = ∅ and f(x) +
g(x) ≤ 1 ∀ x ∈ X the union P(F )∪+ P(G) is the partition whose atoms are all
elements of P(F ) and P(G) and whose support set is F ∪G.

2) O is another space and E an algebra, which contains E ⊂ O called group
of observers.

3) A ∨-additive measure μ is defined on the measurable space (O, E) : μ(∅) =
0, μ(O) = μ ∈ (0,+∞], μ is non-decreasing with respect to the classical inclu-
sion and μ(E1 ∪ E2) = μ(E1) ∨ μ(E2). If E ⊂ O , μ(E) is called reliability
coefficient.

4) An entropy H , without a fuzzy measure, evaluated by the group E i.e.
linked to the group of observers, is a map H : G × E −→ [0,+∞] which is
monotone with respect to classical order for fuzzy partitions and fixed E ⊂
O,E �= ∅, �= O, for all P(F ),P(F ′) ∈ G it is H({X}, E) = 0 and H({∅}, E) =
+∞ [3].

5) Every entropy H evaluated by the group is compositive with respect to the
law ∧ :

H
⎧⎩P(F ) ∪+ P(G),E

⎫⎭ = H
⎧⎩P(F ),E

⎫⎭ ∧ H
⎧⎩P(G),E

⎫⎭. (1)

3 Collector of Entropies

In previous papers [8,9] we have defined a collectors for crisp and fuzzy sets.
We call a collector of entropies evaluated by the group E1 ∪ E2 of

observers, E1 ∩ E2 = ∅, with reliability coefficient μ(E1) and μ(E2), respec-
tively, the entropy of the partition P(F ) evaluated by E1 ∪ E2, E1 ∩ E2 = ∅:
H
⎧⎩P(F ),E1 ∪ E2

⎫⎭ and we define it in the following way:

H
⎧⎩P(F ),E1 ∪ E2

⎫⎭ = Φ

[
μ(E1), μ(E2),H

⎧⎩P(F ),E1

⎫⎭,H⎧⎩P(F ),E2

⎫⎭
]
, (2)

where P(F)∈G,E1,E2∈E , H
⎧⎩P(F ),E1

⎫⎭ and H
⎧⎩P(F ),E2

⎫⎭ ∈ [0,+∞], μ(E1)
and μ(E2) ∈ [0,+∞], and Φ : [0,+∞]× [0,+∞]× [0,+∞]× [0,+∞]−→ [0,+∞].

We recognize that, ∀ P(F) ∈ G,E1 ,E2 ,E3 ∈ E ,E1 ∩E2 = ∅,E1 ∩E2 ∩E3 = ∅,
the collector is:

- commutative: H
⎧⎩P(F),E1 ∪ E2

⎫⎭ = H
⎧⎩P(F),E2 ∪ E1

⎫⎭,
- associative: H

⎧⎩P(F), (E1 ∪ E2) ∪ E3
⎫⎭ = H

⎧⎩P(F),E1 ∪ (E2 ∪ E3)
⎫⎭ ,

- with universal values: H
⎧⎩{∅}, E1 ∪ E2

⎫⎭ = +∞, H
⎧⎩{X}, E1 ∪ E2

⎫⎭ = 0.
Moreover, if the entropy of the group of observers is ∧-compositive in the

sense of (1) we can add another property:
- compatibility condition between the ∧-compositivity ofH and the collectorΦ:

H
⎧⎩P(F )∪+P(G),E1∪E2

⎫⎭ = H
⎧⎩P(F ),E1∪E2

⎫⎭∧ H
⎧⎩P(G),E1∪E2

⎫⎭. (3)
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By the definition (2), ∀ P(F),P(G) ∈ G,E1 ,E2 ,E3 ∈ E ,E1 ∩ E2 = ∅,E1 ∩
E2 ∩E3 = ∅, ∀ P(F) ∈ G we can traslate the properties seen above by using the
function Φ :

(A1) Φ

[
μ(E1), μ(E2), H

⎧⎩P(F),E1
⎫⎭,H⎧⎩P(F),E2

⎫⎭
]

=

Φ

[
μ(E2), μ(E1), H

⎧⎩P(F),E2
⎫⎭,H⎧⎩P(F),E1

⎫⎭
]
,

(A2) Φ

[
μ(E1) ∨ μ(E2), μ(E3), H

⎧⎩P(F),E1 ∪ E2
⎫⎭,H⎧⎩P(F),E3

⎫⎭
]

=

Φ

[
μ(E1), μ(E2) ∨ μ(E3),H

⎧⎩P(F),E1
⎫⎭,H⎧⎩P(F),E2 ∪ E3

⎫⎭
]
,

(A3) Φ

[
μ(E1), μ(E2),+∞,+∞

]
= +∞

(A4) Φ

[
μ(E1), μ(E2), 0, 0

]
= 0 .

By (2) and (3), we have also:

(A5)Φ

[
μ(E1), μ(E2),H

⎧⎩P(F ),E1

⎫⎭∧H
⎧⎩P(G),E1

⎫⎭,H
⎧⎩P(F ),E2

⎫⎭∧H
⎧⎩P(G),E2

⎫⎭
]

=

Φ

[
μ(E1), μ(E2),H

⎧⎩P(F ),E1

⎫⎭,H
⎧⎩P(F ),E2

⎫⎭
]

∧ Φ

[
μ(E1), μ(E2),H

⎧⎩P(G),E1

⎫⎭,H
⎧⎩P(G),E2

⎫⎭
]
.

4 System of Functional Equations for the Collector

Now we put μ(E1)=x, μ(E2)=y, μ(E3)=z,H
⎧⎩P(F ),E1

⎫⎭=u,H
⎧⎩P(F ),E2

⎫⎭=

v ,H
⎧⎩P(F ),E3

⎫⎭ = w ,H
⎧⎩P(G),E1

⎫⎭ = u ′,H
⎧⎩P(F ),E2

⎫⎭ = v ′ with x, y, z,
u, v, w,
u′, v′ ∈ [0,+∞]. Now we rewrite the conditions [(A1)−(A5)] in order to obtain

a system of functional equations. The equations are:
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(A′1) Φ
⎧⎩x, y, u, v⎫⎭ = Φ

⎧⎩y, x, v, u⎫⎭

(A′2) Φ
⎧⎩x ∨ y, z, Φ(x, y, u, v), w

⎫⎭ = Φ
⎧⎩x, y ∨ z, u, Φ(y, z, v, w)

⎫⎭

(A′3) Φ
⎧⎩x, y,+∞,+∞⎫⎭ = +∞

(A′4) Φ
⎧⎩x, y, 0, 0⎫⎭ = 0

(A′5) Φ
⎧⎩x, y, u ∧ u′, v ∧ v′⎫⎭ = Φ

⎧⎩x, y, u, v⎫⎭ ∧ Φ
⎧⎩x, y, u′, v′⎫⎭ .

For the first time, in crisp setting, an analogous system was studied and solved
by Benvenuti-Divari-Pandolfi in [2], when the reliability coefficients are defined
in a probabilistic space. Later, we have found the same system for information
measures [8,9].

Proposition 1. The class of solution of the system [(A′1)− (A′5)] is:

Φ(x, y, u, v) = h
⎧⎩x ∨ y , h−1(x, u) ∧ h−1(y, v)⎫⎭ (4)

where h : [0,+∞]×[0,+∞]→ [0,+∞] is a continuous function satisfying the fol-
lowing conditions: 1)h(x, ·) is non-decreasing, with h(x, 0) = 0 and h(x,+∞) =
+∞, ∀x ∈ [0,+∞], 2)h(0, u) = u, ∀u ∈ [0,+∞] , 3)h(x, u) = h(x, v) =⇒
h(y, u) = h(y, v), ∀ y > x.

For the proof, we refer back to [2,8,10].
Moreover, we give a class of solution for collectors, which don’t satisfy the

condition (A5).
First of all, we remark that a class of solution is the function (4) seen above.

Now, we look for other solutions. If we put

Φ(x, y, u, v) = F(x,y)(u, v), (5)

where F[0,1]×[0,1] : [0, 1]× [0, 1]→ [0,+∞], the condition (A′2) becomes:

(A′′2 ) F(x,y+z)

⎧⎩u, F(y,z)(v, w)
⎫⎭ = F(x+y,z)

⎧⎩F(x,y)(u, v), w
⎫⎭;

and we recognize that the function F enioyes a form of associativity, when we
highlight the link between the entropies of the partitions and the reliability of
the group of observers. With the position (5), ∀ x, y, z, u, v, w ∈ [0,+∞] the
system [(A′1)− (A′4)] is

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(A′′1 ) F(x,y)(u, v) = F(x,y)(u, v)
(A′′2 ) F(x∨y , z)

⎧⎩F(x,y)(u, v), w
⎫⎭ = F(x , y∨z)

⎧⎩u, F(y,z)(v, w)
⎫⎭

(A′′3 ) F(x,y)(+∞,+∞) = +∞
(A′′4 ) F(x,y)(0, 0) = 0 .
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We can give the following

Proposition 2. A class of solutions of the sistem [(A′′1 )− (A′′4 )] is:

F k,∨
(x,y)(u, v) = k

⎧⎩x k−1(u) ∨ y k−1(v)
x ∨ y

⎫⎭, (6)

where k : [0,+∞] → [0,+∞] is any strictly increasing function with k(0) = 0
and k(+∞) = +∞.

Proof. The proof is immediate.

REMARK : 1) The Proposition 1 is valid even when (O, E) is a probabilistic
space. In this case, the measure μ is additive and range(μ) ⊂ [0, 1], only in (A2)
and (A′2) we must replace the operation ∨ with +. The corresponding solutions
(4) and (6) are, respectively:

Φ(x, y, u, v) = h
⎧⎩x+ y, h−1(x, u) ∧ h−1(y, v)

⎫⎭ and

Φ(x, y, u, v) = F k,+
(x,y)(u, v) = k

⎧⎩x k−1(u) + y k−1(v)
x+ y

⎫⎭ , (7)

where h and k are functions from Propositions 1 and 2, respectively. In (7)

the quantity
x k−1(u) + y k−1(v)

x+ y
can be considered the weighted average of the

entropies H
⎧⎩P(F ),E1

⎫⎭ = u,H
⎧⎩P(F ),E2

⎫⎭ = v with weights the measures
μ(E1) = x, μ(E2) = y.

2)It is easy to prove that all considerations are satisfied also in the crisp
setting.

3) A collector of the entropy for fuzzy partitons evaluated by group of ob-
ververs has the following expressions: - from (2) and (4):

H
⎧⎩P(F ),E1 ∪ E2

⎫⎭ =

h

[
μ(E1) ∨ μ(E2), h−1

⎧⎩μ(E1),H (P(F ))
⎫⎭ ∧ h−1

⎧⎩μ(E2 ),H (P(F ))
⎫⎭
]

where h : [0, 1]× [0,+∞]→ [0,+∞] is any function seen in Proposition 1;
- from (2), (3), (6) and (7):

H
��P(F ),E1 ∪E2

�� = k
�μ(E1 ) k−1

��H (P(F ),E1 )
�� ∨ μ(E2 ) k−1

��H (P(F ),E2 )
��

μ(E1 ) ∨ μ(E2 )

�
,

H
��P(F ),E1 ∪ E2

�� = k
�μ(E1 ) k−1

��H (P(F ),E1 )
�� + μ(E2 ) k−1

��H (P(F ),E2 )
��

μ(E1 ) + μ(E2 )

�

where k : [0,+∞]→ [0,+∞] is any function seen in Proposition 2.
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Some Problems with Entropy Measures for the
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Abstract. This paper is a continuation of our previous papers on entropy of the
Atanassov intuitionistic fuzzy sets (A-IFSs, for short)1. We discuss the necessity
of taking into account all three functions (membership, non-membership and hes-
itation margin) describing A-IFSs while considering the entropy.

Keywords: Intuitionistic fuzzy sets, entropy.

1 Introduction

Fuzziness, a feature of imperfect information, results from the lack of a crisp distinction
between the elements belonging and not belonging to a set (i.e. the boundaries of a set
under consideration are not sharply defined). A measure of fuzziness often used and
cited in the literature is called an entropy (first mentioned by Zadeh [27]).

De Luca and Termini [4] introduced some requirements which capture our intuitive
comprehension of a degree of fuzziness. Kaufmann (1975) (cf. [11]) proposed to mea-
sure a degree of fuzziness of a fuzzy setA by a metric distance between its membership
function and the membership (characteristic) function of its nearest crisp set. Yager [26]
viewed a degree of fuzziness in terms of a lack of distinction between the fuzzy set and
its complement. Higashi and Klir [3] extended Yager’s concept to a general class of
fuzzy complements. Yager’s approach was also further developed by Hu and Yu [8]. In-
deed, it is the lack of distinction between sets and their complements that distinguishes
fuzzy sets from crisp sets. The less the fuzzy set differs from its complement, the fuzzier
it is. Kosko [10] investigated the fuzzy entropy in relation to a measure of subsethood.
Fan at al. [5], [6], [7] generalized Kosko’s approach.

Here we discuss measures of fuzziness for intuitionistic fuzzy sets which are a gen-
eralization of fuzzy sets. We recall a measure of entropy we introduced (Szmidt and
Kacprzyk [16], [22]). We compare our approach with Zeng and Li [28] approach. We
discuss the reasons of differences and the counter-intuitive results obtained in the case
of Zeng and Li’s entropy which boils down to entropy given by Hung [9] (cf. Szmidt
and Kacprzyk [22] for further discussion).

1 There is currently a discussion on the appropriateness of the name intuitionistic fuzzy set intro-
duced by Atanassov. However, this is beyond the scope of this paper which is just concerned
with an application of the concept.
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2 A Brief Introduction to A-IFSs

One of the possible generalizations of a fuzzy set in X (Zadeh [27]), given by

A
′
= {< x, μA′ (x) > |x ∈ X} (1)

where μA′ (x) ∈ [0, 1] is the membership function of the fuzzy set A
′
, is an A-IFS, i.e.

Atanassov’s intuitionistic fuzzy set, (Atanassov [1], [2]) A given by

A = {< x, μA(x), νA(x) > |x ∈ X} (2)

where: μA : X → [0, 1] and νA : X → [0, 1] such that

0<μA(x) + νA(x)<1 (3)

and μA(x), νA(x) ∈ [0, 1] denote a degree of membership and a degree of non-
membership of x ∈ A, respectively.

Obviously, each fuzzy set may be represented by the following A-IFS

A = {< x, μA′ (x), 1 − μA′ (x) > |x ∈ X} (4)

For each A-IFS in X , we will call

πA(x) = 1− μA(x) − νA(x) (5)

an intuitionistic fuzzy index (or a hesitation margin) of x ∈ A, and it expresses a lack
of knowledge of whether x belongs to A or not (cf. Atanassov [2]). It is obvious that
0<πA(x)<1, for each x ∈ X .

In our further considerations we will use the complement set AC [2]

AC = {< x, νA(x), μA(x) > |x ∈ X} (6)

In our further considerations we will use the normalized Hamming distance between
fuzzy sets A,B in X = {x1,, . . . , xn} Szmidt and Baldwin [13], [14], Szmidt and
Kacprzyk [15], [21]:

lIFS(A,B) =
1
2n

n∑
i=1

(|μA(xi)− μB(xi)|+ |νA(xi)−

+ νB(xi)|+ |πA(xi)− πB(xi)|) (7)

For (7) we have: 0<lIFS(A,B)<1. Clearly the normalized Hamming distance (7) sat-
isfies the conditions of the metric. In Szmidt and Kacprzyk [15], Szmidt and Bald-
win [13], [14], and especially in Szmidt and Kacprzyk [21] it is shown why when calcu-
lating distances between IFSs we should take into account all three functions describing
A-IFSs.

Applications of A-IFSs to group decision making, negotiations, etc. are presented in
(Szmidt and Kacprzyk [17,19,20]).
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3 Entropy

The entropy measures the whole missing information which may be necessary to have
no doubts when classifying an element, i.e. to say that an element fully belongs or fully
does not belong to a set considered.

3.1 Zeng and Li’s Entropy Measure

We cite here Zeng and Li’s entropy measure [28] for an A-IFSsA (notation used in [28]
is changed so that they are consistent with those in this paper):

EZL(A) = 1− 1
n

n∑
i=1

(|μA(xi) + μA(xi) + πA(xi)− 1| (8)

Having in mind that for A-IFSs we have μ.(xi) + ν.(xi) + π.(xi) = 1, Zeng and Li’s
entropy measure (8) becomes

EZL(A) = 1− 1
n

n∑
i=1

(|μA(xi)− νA(xi)| (9)

In other words, Zeng and Li’s similarity measure (9) does not take into account the
values of πA(xi). Only the values of the memberships and non-memberships are taken
into account.

In Szmidt and Kacprzyk [22] we discussed in more detail the above measure (9).
Although all the mathematical “constructions” of this measure are correct, the question
arises if we may use any mathematically correct approach to represent the measures
which by definition are to render some properties that have a concrete semantic mean-
ing, and are in most cases to be useful. It seems that the mathematical correctness is in
this context for sure a necessary but not a sufficient condition. The same conclusions
are drawn in Szmidt and Kacprzyk [23] for similarity measures.

Now we will recall briefly another approach (cf. Szmidt and Kacprzyk [22] which is
not only mathematically correct but at the same time rendering the sense of entropy not
as a pure mathematical construction but as a measure to be useful in practice.

3.2 Szmidt and Kacprzyk’s Entropy for A-IFSs

In Szmidt and Kacprzyk [22] we gave a motivation and revised some conditions for
entropy measures for A-IFSs. Here we only recall one of the possible entropy measures
fulfilling the new conditions (cf. Szmidt and Kacprzyk [22]) and rendering the very
meaning of entropy.

Entropy for an A-IFSAwithn elements may be given as (Szmidt and Kacprzyk [16]):

E(A) =
1
n

n∑
i=1

d(Fi, Fi,near)
d(Fi, Fi,far)

(10)
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where d(Fi, Fi,near) is a distance from Fi to its the nearer point Fi,near among
M(1, 0, 0) and N(0, 1, 0), and d(Fi, Fi,far) is the distance from Fi to its the farer
point Fi,far among M(1, 0, 0) and N(0, 1, 0).

A ratio-based measure of entropy (10) satisfies the entropy axioms formulated in
Szmidt and Kacprzyk [22]. For the detailed explanations we refer an interested reader
to Szmidt and Kacprzyk [15], [16], [18], [22].

4 Results

Now we will verify if the results produced by (9) and (10) are consistent with our
intuition. We examine entropy of single elements xi of an A-IFS, each described via
(μi, νi, πi), namely:

x1 : (0.7, 0.3, 0) (11)

x2 : (0.6, 0.2, 0.2) (12)

x3 : (0.5, 0.1, 0.4) (13)

x4 : (0.4, 0, 0.6) (14)

We assume that xi represents the i− th house we consider to buy. On the one extreme,
for house x1 the first house 70% of the attributes have desirable values, and 30% of at-
tributes have undesirable values. On the other extreme, for house x4 we only know that
it has 40% of the desirable attributes and we do not know about 60% of the attributes
we are interested in. The entropy calculated due to (9) gives the following results:

EZL(x1) = 1− |0.7− 03| = 0.6 (15)

EZL(x2) = 1− |0.6− 0.2| = 0.6 (16)

EZL(x3) = 1− |0.5− 0.1| = 0.6 (17)

EZL(x4) = 1− |0.4− 0| = 0.6 (18)

Results (15)–(18) suggest that the entropy of all x1, . . . , x4 is the same though this is
counter-intuitive! It seems that the entropy of the situation expressed by x1, i.e., 70%
positive attributes, 30% negative attributes is less than the entropy of x4, i.e., 40% of
positive attributes, and 60% unknown. Case (x1) is “clear” in the sense that we know
for sure that 30% negative attributes prevents house x1 to be our “dream house” while
in case of (x4) we only know for sure that it has 40% of desirable attributes, and 60% is
unknown. So we may conclude that it is quite possible that (x4) may: fulfill in 100% our
demands (if all 60% of the unknown attributes happen to be desirable), or may fulfill
in 40% our demands and does not fulfill 60% of our demands (if 60% of unknown
attributes turn out to be undesirable), or in general – 40%+α can fulfill and 0%+β
does not fulfill our demands where α + β = 60% and α, β ≥ 0. So we intuitively feel
that it is easier to classify house x1 as fulfilling our demands (30% is missing) than
to classify house x4 to the set of houses fulfilling (worth buying) or not fulfilling (not
worth buying) our demands.
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The entropy calculated from (10) gives the following results:

E(x1) =
|1− 0.7|+ |0− 0.3|+ |0− 0|
|0− 0.7|+ |1− 0.3|+ |0− 0| = 0.43 (19)

E(x2) =
|1− 0.6|+ |0− 0.2|+ |0− 0.2|
|0− 0.6|+ |1− 0.2|+ |0− 0.2| = 0.5 (20)

E(x3) =
|1− 0.5|+ |0− 0.1|+ |0− 0.4|
|0− 0.5|+ |1− 0.1|+ |0− 0.4| = 0.56 (21)

E(x4) =
|1− 0.4|+ |0− 0|+ |0− 0.6|
|0− 0.4|+ |1− 0|+ |0− 0.6| = 0.6 (22)

Results (19)–(22) seem to better reflect our intuition - the purchase decision is the eas-
iest in the first case (entropy is the smallest) and the most difficult in the fourth case
(the biggest entropy). This may be depicted as in Fig. 1. It is worth stressing that en-
tropy (10) is a special case of a similarity measure (we refere an interested reader to
Szmidt and Kacprzyk [18] for more details). Certainly, Fig. 1 a) and b) represent A-IFS
entropy only for such μ(x) and ν(x) for which μ(x) + ν(x)<1 (in Figures 1 a) and b)
we illustarted the shape of (9) and (10) for μ(x) ∈ [0, 1] and ν(x) ∈ [0, 1] so to better
render the shape differences of the two functions – a more general case of the situation
discussed in the example above on buying a house).
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Fig. 1. Entropy calculated from (9): a) and c)– countour plot, entropy calculated from (10): b) and
d) – countour plot
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It seems that when calculating entropy of A-IFSs one should take into account all
three functions (membership, non-membership and hesitation margin) describing an A-
IFSs. Only then full information preventing from univocal classification of an element
as belonging or not belonging to a set is taken into account (due to the very sense of
entropy). This point of view has been also justified in, e.g., image processing via A-IFSs
(cf. Vlachos and Sergiadis [25]).

5 Concluding Remarks

We considered the problem of measuring entropy for A-IFSs. It turns out that just the
same as it was while considering the possible representations of A-IFSs (Szmidt and
Kacprzyk [15], Tasseva at al. [24]), distances between A-IFSs (Szmidt and
Kacprzyk [15], [21])), and similarity (Szmidt and Kacprzyk [23]), while considering
entropy one should take into account all three functions (membership, non-membership
and hesitation margin). Omitting e.g., hesitation margin may lead to counter-intuitive
results.
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Abstract. In this work we present several possible extensions of fuzzy
Datalog. At first the concept of fuzzy Datalog will be summarized, then
its extension for intuitionistic- and interval-valued fuzzy logic is given
and the concept of bipolar fuzzy Datalog is introduced.

Keywords: intuitionistic fuzzy Datalog, interval-valued fuzzy Datalog,
bipolar fuzzy Datalog.

1 Introduction

The dominant portion of human knowledge can not be modeled by pure inference
systems, because this knowledge is often ambiguous, incomplete and vague. The
study of inference systems is tackled by several - and often very different -
approaches. When knowledge is represented as a set of facts and rules, this
uncertainty can be handled by means of fuzzy logic. A few years ago in [8, 9] a
possible combination of Datalog-like languages and fuzzy logic was presented. In
these works the concept of fuzzy Datalog has been introduced by completing the
Datalog-rules and facts by an uncertainty level and an implication operator. The
level of a rule-head from the level of the body, and the level of the rule can be
inferred by the implication operator of the rule. Based upon our previous works,
later on a possible fuzzy knowledge-base was developed [1]. In this paper we
present other possible extensions of fuzzy Datalog: we extend it to intuitionistic-
and interval-valued fuzzy logic and joining to the discussion in [2, 3] we introduce
the concept of bipolar fuzzy Datalog. On the next pages we summarize the
concept of fuzzy Datalog, and then its new extensions will be presented.

2 Fuzzy Datalog

A Datalog program consists of facts and rules. In fuzzy Datalog (fDATALOG) we
can complete the facts by an uncertainty level, the rules by an uncertainty level
and an implication operator. This means that evaluating the fuzzy implication
connecting to the rule, its truth-value according to the implication operator is
at least the given uncertainty level. We can infer the level of a rule-head from
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the level of the body, and the level of the rule by the implication operator of the
rule. The notion of fuzzy rule is given in definition below.

Definition 1. An fDATALOG rule is a triplet r;β; I, where r is a formula of
the form

A← A1, ..., An(n ≥ 0).

A is an atom (the head of the rule), A1, ..., An are literals (the body of the rule);
I is an implication operator and β ∈ (0, 1] (the level of the rule).

For getting finite result, all the rules in the program must be safe. An fDATALOG
rule is safe if all variables occurring in the head also occur in the body, and
all variables occurring in a negative literal also occur in a positive one. An
fDATALOG program is a finite set of safe fDATALOG rules. There is a special
type of rule, called fact. A fact has the form A←;β; I. From now on, we refer to
facts as (A, β), because according to implication I, the level of A easily can be
computed. The semantics of fDATALOG is defined as the fixed points of conse-
quence transformations. Depending on these transformations, two semantics for
fDATALOG can be defined. The deterministic semantics is the least fixed point
of the deterministic transformation DTP , the nondeterministic semantics is the
least fixed point of the nondeterministic transformation NTP . According to the
deterministic transformation, the rules of a program are evaluated in parallel,
while in the nondeterministic case the rules are considered independently and
sequentially. These two transformations are the following:

Definition 2. Let BP be the Herbrand base of the program P, and let F (BP )
denote the set of all fuzzy sets over BP . The consequence transformations DTP :
F (BP ) → F (BP ) and NTP : F (BP )→ F (BP ) are defined as

DTP (X) = {∪{(A,αA)}} ∪X (1)

and
NTP (X) = {(A,αA)} ∪X (2)

where (A ← A1, . . . , An;β; I) ∈ ground(P ), (|Ai|, αAi) ∈ X, 1 ≤ i ≤ n;
αA = max (0,min {γ | I(αbody, γ) ≥ β}) . |Ai| denotes the kernel of the literal Ai,
(i.e., it is the ground atom Ai, if Ai is a positive literal, and ¬Ai, if Ai is nega-
tive) and αbody = min(αA1 , . . . , αAn).

In [8] it is proved that starting from the set of facts, both DTP and NTP have
fixed points which are the least fixed points in the case of positive P. These fixed
points are denoted by lfp(DTP ) and lfp(NTP ). It was also proved, that lfp(DTP )
and lfp(NTP ) are models of P, so we could define lfp(DTP ) as the determinis-
tic semantics, and lfp(NTP ) as the nondeterministic semantics of fDATALOG
programs. For a function- and negation-free fDATALOG, the two semantics are
the same, but they are different if the program has any negation. In this case
the set lfp(DTP ) is not always a minimal model, but the nondeterministic se-
mantics – lfp(NTP ) – is minimal under certain conditions. These conditions are
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referred to as stratification. Stratification gives an evaluating sequence in which
the negative literals are evaluated first [9]. To compute the level of rule-heads,
we need the next concept:

Definition 3. The uncertainty-level function is:

f(I, α, β) = min({γ | I(α, γ) ≥ β}).

According to this function the level of a rule-head can be computed. In the former
papers there were detailed several implications (the operators treated in [10]),
but now we take out of them only three ones. The values of theirs uncertainty-
level function can be easily computed. They are the following:

Gödel IG(α, γ) =

�
1 α ≤ γ
γ otherwise

f(IG, α, β) = min(α, β)

Lukasiewicz IL(α, γ) =

�
1 α ≤ γ

1 − α + γ otherwise
f(IL, α, β) = max(0, α + β − 1)

Kleene-Dienes IK(α, γ) = max(1 − α, γ) f(IK , α, β) =

�
0 α + β ≤ 1
β α + β > 1

Further on during the extensions of fDATALOG we deal only with these
operators.

3 Extensions of Fuzzy Datalog

In intuitionistic-(IFS) and interval-valued (IVS) fuzzy logic the uncertainty is
represented by two values, μ = (μ1, μ2), while in ”normal” fuzzy logic it is
represented by a single value (μ). In the intuitionistic case the two elements
must satisfy the condition μ1 + μ2 ≤ 1, while in the interval-valued case the
condition is μ1 ≤ μ2. In IFS μ1 is the degree of membership, and μ2 is the
degree of non-membership, while in IVS the membership degree is between μ1
and μ2. It is obvious that the relation μ′1 = μ1, μ′2 = 1 − μ2 create a mutual
connection between the two systems. In both cases an ordering relation can be
defined, and according to this ordering a lattice is taking shape:

Definition 4.

LF = {(x1, x2) ∈ [0, 1]2 | x1 + x2 ≤ 1}, (x1, x2) ≤F (y1, y2) ⇔ x1 ≤ y1, x2 ≥ y2

and
LV = {(x1, x2) ∈ [0, 1]2 | x1 ≤ x2}, (x1, x2) ≤V (y1, y2)⇔ x1 ≤ y1, x2 ≤ y2

are lattices of IFS and IVS respectively.
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It can be proved that both LF and LV are complete lattices [4]. In both cases
the extended fDATALOG is defined on these lattices, and the necessary concepts
are generalizations of the ones presented in Definition 1 and Definition 2.

Definition 5. The extended fDATALOG program (efDATALOG) is a finite set
of safe efDATALOG rules (r; β; IFV );

– the extended consequence transformations eDTP and eNTP are formally the
same as DTP and NTP in (1), (2) except:
αA = max(0FV ,min{γ | IFV (αbody,γ) ≥FV β}) and

– the extended uncertainty-level function is
f(IFV ,α,β) = min({γ | IFV (α,γ) ≥FV β}),

where α, β, γ are elements of LF , LV respectively, IFV = IF or IV is an
implication of LF or LV , 0FV is 0F = (0, 1) or 0V = (0, 0) and ≥FV is ≥F or
≥V .

As eDTP and eNTP are inflationary transformations over the complete lattices
LF or LV , thus according to [11] they have an inflationary fixed point denoted
by lfp(eDTP ) and lfp(eNTP ). If P is positive (without negation), then eDTP =
eNTP is a monotone transformation, so lfp(eDTP ) = lfp(eNTP ) is the least
fixed point. The next theorem for extended fDATALOG can be proved in a way
similar to the way for fDATALOG in [8, 9].

Theorem 1. Both eDTP and eNTP have a fixed point, denoted by lfp(eDTP )
and lfp(eNTP ). If P is positive, then lfp(eDTP ) = lfp(eNTP ) and this is the
least fixed point. lfp(eDTP ) and lfp(eNTP ) are models of P; for negation-free
fDATALOG this is the least model of P.

A number of intuitionistic implications are established in [4, 6] and other papers,
four of them are chosen for now, these are the extensions of operators presented in
the table above. For these operators we have deduced the suitable interval-value
operators, and for both kinds of operators we have deduced the uncertainty-
level functions. Pressed for space, the computations can not be shown, only the
starting points and results are presented:

The connection between IF and IV and the extended versions of uncertainty-
level functions are given below:

IV (α,γ) = (IV 1, IV 2) where

IV 1 = IF1(α′,γ′), α′ = (α1, 1− α2),
IV 2 = 1− IF2(α′,γ′)); γ ′ = (γ1, 1− γ2).

f(IF ,α,β) = (min({γ1 | IF1(α,γ) ≥ β1}),max({γ2 | IF2(α,γ) ≤ β2}));
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f(IV ,α,β) = (min({γ1 | IV 1(α,γ) ≥ β1}),min({γ2 | IV 2(α,γ) ≥ β2})).

The studied operators and the related uncertainty-level functions are the fol-
lowing:

3.1 Extension of Kleene-Dienes Implication

One possible extension of Kleene-Dienes implication for IFS is:

IFK(α,γ) = (max(α2, γ1),min(α1, γ2)).

The appropriate computed elements are the followings:

IV K(α,γ) = (max(1− α2, γ1),max(1− α1, γ2));

f1(IFK ,α,β) =
{

0 α2 ≥ β1
β1 otherwise , f1(IV K ,α,β) =

{
0 1− α2 ≥ β1
β1 otherwise ,

f2(IFK ,α,β) =
{

1 α1 ≤ β2
β2 otherwise ; f2(IV K ,α,β) =

{
0 (1− α1 ≤ β2
β2 otherwise .

3.2 Extension of Lukasiewicz Implication

One possible extension of Lukasiewicz implication for IFS is:

IFL(α,γ) = (min(1, α2 + γ1),max(0, α1 + γ2 − 1)).

The appropriate computed elements are the followings:

IV L(α,γ) = (min(1, 1− α2 + γ1),min(1, 1− α1 + γ2));

f1(IFK ,α,β) = min(1− α2,max(0, β1 − α2)),
f2(IFK ,α,β) = max(1 − α1,min(1, 1− α1 + β2));

f1(IV K ,α,β) = max(0, α2 + β1 − 1),
f2(IV K ,α,β) = max(0, α1 + β2 − 1).

3.3 Extensions of Gödel Implication

There are several alternative extensions of Gödel implication, now we present
two of them:

IFG1(α, γ)=

8><
>:

(1, 0) α1 ≤ γ1

(γ1, 0) α1 > γ1, α2 ≥ γ2

(γ1, γ2) α1 > γ1, α2 < γ2

; IFG2(α, γ) =

(
(1, 0) α1 ≤ γ1, α2 ≥ γ2

(γ1, γ2) otherwise
.



Twofold Extensions of Fuzzy Datalog 303

The appropriate computed elements are:

IV G1(α, γ)=

8><
>:

(1, 1) α1 ≤ γ1

(γ1, 1) α1 > γ1, α2 ≥ γ2

(γ1, γ2) α1 > γ1, α2 < γ2

; IV G2(α, γ) =

(
(1, 1) α1 ≤ γ1, α2 ≤ γ2

(γ1, γ2) otherwise
.

f1(IFG1,α,β) = min(α1, β1), f1(IFG2,α,β) = min(α1, β1),

f2(IFG1,α,β) =
{

1 α1 ≤ β2
max(α2, β2) otherwise ; f2(IFG2,α,β) = max(α2, β2);

f1(IV G1,α,β) = min(α1, β1), f1(IV G2,α,β) = min(α1, β1),

f2(IV G1,α,β) =
{

0 α1 ≤ β2
min(α2, β2) otherwise ; f2(IV G2,α,β) = min(α2, β2).

An extremely important question is whether the resulting degrees satisfy the
conditions referring to IFS and IVS respectively. Unfortunately, for implications
other than G2, the resulting degrees do not fulfill these conditions in all cases.
(It is possible, that as a result of further research the current results can be used
for eliminating the contradiction between the facts and rules of the program.)
For now, the next proposition can easily be proven:

Proposition 1. For α = (α1, α2), β = (β1, β2)
if α1 + α2 ≤ 1, β1 + β2 ≤ 1 then f1(IFG2,α,β) + f2(IFG2,α,β) ≤ 1;
if α1 ≤ α2, β1 ≤ β2 then f1(IV G2,α,β) ≤ f2(IV G2,α,β).

4 Bipolar Extension of Fuzzy Datalog

The above mentioned problem of extended implications and the results of cer-
tain psychological researches have led to the idea of bipolar fuzzy Datalog. The
intuitive meaning of intuitionistic degrees is based on psychological observa-
tions, namely on the idea that concepts are more naturally approached by sepa-
rately envisaging positive and negative instances [2, 6, 8]. Taking a further step,
there are differences not only in the instances but also in the way of think-
ing as well. There is difference between positive and negative thinking, between
using modus ponens (positive inference) and using modus tollens (negative in-
ference) [5]. The idea of bipolar Datalog is based on the previous observation:
we use two kinds of ordinary fuzzy implications for positive and negative in-
ference, i.e. we define a pair of consequence transformations instead of single
one. Since in the original transformations lower bounds are used with degrees
of uncertainty, therefore starting from IFS facts, the resulting degrees will be
lower bounds of membership and non-membership respectively, instead of the
upper bound for non-membership. However, if each non-membership value μ is
transformed into membership value μ′ = 1−μ , then both members of head-level
can be inferred similarly. Therefore, two kinds of bipolar evaluations have been
defined.
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Definition 6. The bipolar fDATALOG program (bfDATALOG) is a finite set
of safe bfDATALOG rules (r; (β1, β2); (I1, I2));

– in variant ”A” the elements of bipolar consequence transformations
bDT P = (DTP1, DTP2) and bNT P = (NTP1, NTP2) are the same as DTP

and NTP in (1), (2),
– in variant ”B” in DTP2 and NTP2 the level of rule’s head is:
α′A2 = max(0,min{γ′2|I2(α′body2, γ

′
2) ≥ β′2});α′body2 = min(α′A12

, . . . , α′AN2
)

According to the two variant, the uncertainty-level functions are:

fA = (fA1, fA2); fB = (fB1, fB2);

fA1 = fB1 = min{γ1 | I1(α1, γ1) ≥ β1};
fA2 = min{γ2 | I2(α2, γ2) ≥ β2};
fB2 = 1−min{1− γ2 | I2(1− α2, 1− γ2) ≥ 1− β2}.

It is evident, that applying the transformation μ′1 = μ1, μ′2 = 1−μ2, for each
IFS levels of the program, the B variant can be apply to IVS degrees as well.
Contrary to the results of efDATALOG, the resulting degrees of most variant of
bipolar fuzzy Datalog satisfy the conditions referring to IFS and IVS respectively.

Proposition 2. For α = (α1, α2), β = (β1, β2) and for (I1, I2) = (IG, IG);
(I1, I2) = (IL, IL); (I1, I2) = (IL, IG); (I1, I2) = (IK , IK); (I1, I2) = (IL, IK)

if α1 + α2 ≤ 1, β1 + β2 ≤ 1 then fA1(I1,α,β) + fA2(I2,α,β) ≤ 1
and fB1(I1,α,β) + fB2(I2,α,β) ≤ 1;

further on

fA1(IG,α,β) + fA2(IL,α,β) ≤ 1; fA1(IG,α,β) + fA2(IK ,α,β) ≤ 1;
fA1(IK ,α,β) + fA2(IG,α,β) ≤ 1; fA1(IK ,α,β) + fA2(IL,α,β) ≤ 1.

Example: Consider the next program:

(p(a), (0.6, 0.25)). (q(a); (0.7, 0.1)).

(r(a), (0.7, 0.3)). q(x) ← p(x), r(x); I; (0.8, 0.15).

Let I = IFK(α,γ) = (max(α2, γ1),min(α1, γ2)), then as
αbody = min((0.6, 0.25), (0.7, 0.3)) = (0.6, 0.3), so f1(IFK ,α,β) = β1 = 0.8,
f2(IFK ,α,β) = β2 = 0.15, that is the level of rule’s head is (0.8, 0.15). Allow-
ing the other levels of q(a), its resulting levels are: max((0.8, 0.15), (0.7, 0.1)) =
(0.8, 0.1). So the fixed point of the program is:

{(p(a), (0.6, 0.25)), (r(a), (0.7, 0.3)), (q(a), (0.8, 0.1))}
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Now let the program be evaluated in bipolar manner and let I = (IL, IG),
then in variant ”B” αbody1 = min(0, 6, 0, 7) = 0.6, αbody2 = 1 −min(1 − 0.3, 1−
0.25) = 0.3; fB1(IL, α1, β1) = max(0, α1 + β1 − 1) = 0.8 + 0.6 − 1 = 0.4;
fB2(IG, α2, β2) = 1 − min(1 − α2, 1 − β2) = 1 − min(0.7, 0.85) = 0.3, allowing
the other levels of q(a), its resulting levels are (max(0.4, 0.7),max(0.3, 0.1)), so
the fixed point is:

{(p(a), (0.6, 0.25)), (r(a), (0.7, 0.3)), (q(a), (0.7, 0.3))}.

5 Conclusions

In this paper we have presented several possible extensions of fuzzy Datalog to
intuitionistic- and interval-valued fuzzy logic, and the concept of bipolar fuzzy
Datalog has been introduced. Our propositions were proven for negation-free
fDATALOG. The extension of stratified fDATALOG and the terminal conditions
of fixed point algorithm will be the subject of further research as well.
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Abstract. In this paper, we describe the optimization of membership functions 
in an Intuitionistic Fuzzy Logic application developed in the Matlab software 
environment. A unique formulation, known as Combs method, is used to 
control the problem of ‘exponential rule expansion’ in the rule base. The 
optimization is performed using a Particle Swarm Optimization (PSO) 
algorithm to adjust the geometry of trapezoidal membership functions. The 
technique is tested against the Wisconsin Breast Cancer Database.  The use of 
Combs method shows great promise in significantly expanding the range and 
complexity of problems that can be addressed using Intuitionistic Fuzzy Logic.  

Keywords: Intuitionistic Fuzzy Logic, Particle Swarm Optimization, Combs 
Method. 

1   Introduction 

Fuzzy Logic has proven to be a very useful tool in a number of niche applications, 
particularly in automated control and decision-making. However, a major drawback 
of expanding the use of the fuzzy algorithm to more complex problems is that the 
rule-base generally grows exponentially as the number of input membership functions 
increases. In Intuitionistic Fuzzy Logic (IFL), introduced by Atanassov [1], this 
problem is exacerbated further by the introduction of non-membership functions in 
addition to the usual membership functions for some or all of the input variables. This 
shortcoming of Fuzzy Logic and IFL has severely limited its use to relatively small, 
specialized applications. 

A number of authors have developed techniques to mitigate this problem by 
various means [2-4]. However, in most cases the underlying issue of rule-base 
expansion remains as the number of inputs increases. In contrast, a unique 
methodology, developed by William Combs, addresses this ‘exponential rule 
expansion’ problem directly [5-9]. Combs method changes the problem from one of 
an exponential dependence to a linear dependence, thus making the solution of 
systems with a large number of inputs and associated membership functions much 
more tractable. The use of Combs method can also help simplify the automated tuning 
process of a fuzzy system, by fixing the structure of the rule-base at the beginning of 
the tuning process. Tuning can then proceed by only adjusting membership functions 
while maintaining the same rule-base throughout the process. 
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We have chosen to use a Particle Swarm Optimization (PSO) algorithm to optimize 
the membership functions for this purpose. PSO, introduced by Kennedy and Eberhart 
[10], is a population-based algorithm inspired by the coordinated group behaviors of 
animals such as fish and birds. The initial PSO population of candidate solutions or 
“particles” is usually distributed randomly over the allowable N-dimensional solution 
space. The solution represented by the position of each particle in this N-space is then 
evaluated using an appropriate fitness function.   

The Wisconsin Breast Cancer Database (WBCD) was used as the test case for the 
algorithm [11]. This instance of the dataset consists of 9 different, real valued input 
variables used in the diagnosis of whether a given suspect tissue mass is a benign or a 
malignant cancerous growth. These input variables ranges in value from 0 to 10 and 
are associated with a single binary output that can take the value of benign or 
malignant.   

In the following section a brief background of Combs method is provided followed 
by a section describing the methodology of the optimization process.  Results from 
the optimization runs are discussed in section 4 and some final remarks are given in 
the Conclusion. 

2   Combs’ URC Method 

William Combs, himself refers to his method as the union rule configuration (URC) 
versus what he calls the intersection rule configuration (IRC) of the traditional fuzzy 
rule-base construct [6]. The main difference in appearance between the URC and IRC 
is that every rule in the rule-base of the URC has only one antecedent for every 
consequent. Initially, this may sound counter-intuitive as a means of reducing the 
number of rules, however by imposing this restriction it requires that each 
membership function of all the input variables is used only once in the antecedent of a 
rule in the rule base. Each of these rules are joined by a logical OR in the rule-base, 
hence the designation union rule configuration. 

To illustrate, suppose you have a fuzzy system of 5 inputs with 7 membership 
functions each and you wish to design a complete rule-base that covers all possible 
contingencies. In the simplest approach to building a rule base, a separate rule is 
formed for each of the possible combinations of the input membership functions, 
which will result in 16,807 (75) rules in the conventional technique. In contrast the 
URC method will have only 5x7=35 rules for the same number of inputs and 
membership functions.  The URC has advantages over other rule trimming methods in 
simplicity and ease of definition as well as lending itself to a straight forward tuning 
process. 

Combs and his various co-authors show that the entire problem space can be just as 
well modeled by implementing the URC as it can when using the IRC. A spirited 
debate can be found in the literature discussing the validity of the claims made for the 
URC and the interested reader is referred to the references [6-9] for detail on this 
topic. In our own experience in a prior practical application [12] the URC provided 
equivalent performance to the IRC with a much smaller rule-base. 

The Intuitionistic Fuzzy system for this project was developed using the Fuzzy 
Logic Toolbox in Matlab. An initial set of membership and non-membership 
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functions were developed for each of the 9 input variables of the WBCD.  It was these 
functions that were later optimized in the PSO tuning process. The sum of the 
membership and non-membership functions was forced to remain less than one 
resulting in a hesitation margin that ranged in value over the interval [0,1].    

The WBCD was chosen for this study because it provides a larger number of inputs 
than many benchmark datasets, providing an opportunity to appreciate the rule-base 
size savings afforded by using the URC method.  The entire rule-base consisted of 36 
rules (9 inputs x 4 membership/non-membership functions) versus the 262,144 (49) 
maximum number of rules that could be used in the IRC method. 

3   Optimization 

Particle Swarm Optimization (PSO), like the Genetic Algorithm is a population-based 
stochastic optimization method inspired by biological phenomena. In the case of PSO 
the inspiration comes from flocking behaviors of birds or schooling of fish. An 
optimization run is usually initialized by dispersing a population of solutions at 
random throughout the N-dimensional problem space. A new position for each of the 
solutions or “particles” is then calculated based on the equations: 

 

Vid
+1

 = Vid + c1r1(Xid
best – Xid) + c2r2(Gd

best – Xid) (1) 

Xid
+1 = Xid + Vid

+1     i = 1,…M  Population   d = 1,…N  Dimensions (2) 

 
where Xid is the particle position vector and Vid is an associated “velocity” vector. The 
predetermined constant coefficient c1 is often referred to as the cognitive parameter 
and c2 as the social parameter in the velocity vector. The random numbers r1 and r2 
are selected from a uniform distribution on the interval [0,1] and Xid

best and Gd
best are 

the previous personal best position for each individual particle and the global best 
position of the population, respectively.   

A number of improvements and variations on these original equations have been 
made by a number of authors [13], but in general the formulation remains relatively 
simple and easy to implement in software. Fortunately for us, an excellent add-on to 
the Matlab suite, the PSO Toolbox is distributed free for use on the internet [14]. We 
modified the source code of this package to interface with the Fuzzy Logic Toolbox 
that is also an add-on to Matlab software suite [15].  These software elements were 
combined with the Wisconsin Breast Cancer Dataset (WBCD) to develop an 
optimized Intuitionistic Fuzzy System for diagnosing tumor malignancy. A flow 
diagram of the optimization process is shown in Fig. 1. 

The output from the IFL system was a continuous number between [0,1] for each 
set of input data values. Any value in the range [0, 0.5] was assigned a diagnosis of 
benign, while a value in the range [0.5, 1] was considered malignant. The fitness 
function for the optimizer was constructed in such a way as to minimize the absolute 
number of breast cancer misdiagnoses. A secondary term in the fitness function 
served to minimize the ambiguity in correct diagnoses by penalizing values that came 
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Fig. 1. IFL Membership Function Optimization 

close to a value of 0.5. A scaling coefficient was applied to the secondary term to 
ensure that it served only as a tie-breaker for solutions that provided the same number 
of correct diagnoses. 

Figure 2 shows the improvement in the fitness function versus the number of 
epochs executed for a variety of PSO formulations.  
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Fig. 2. Convergence of Various PSO Formulations 
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Although some formulations exhibited faster convergence than others, they all 
performed well when allowed to run for thousands of epochs. The improvement in the 
fitness function during an optimization run followed an exponential decay, showing 
rapid improvement early on and much slower gains with increasing numbers of 
epochs. However, slight improvement was noticeable throughout the runs in the 
secondary fitness objective of moving correct diagnoses away from a value of 0.5 to 
less ambiguous values of 0 or 1. 

The PSO method provided convergence in a reasonable amount of time on a 
relatively modest computing platform.  The method also was easy to formulate and 
code into a working program in a short amount of time.  

4   Results  

The optimization process successfully produced an intuitionistic fuzzy system that 
provided results similar to that found by other authors [16]. The best outcome 
produced a system that gives a correct diagnosis 98.83% of the time or 8 
misdiagnoses out of 683 cases. Several separate optimization runs, with different 
parameter values and different PSO formulations were able to achieve this result.  
There was significant variation in the membership functions developed from separate 
optimization runs, resulting in differences in the secondary fitness criterion that 
determined the level of system ambiguity.  A typical optimization run with a 
population of 90 particles running for 12,000 epochs would finish in 8 hours on a Dell 
Latitude laptop with an 850 MHz CPU.  

Figure 3 shows the distribution of the values of the input “bare nuclei” with respect 
to benign/malignancy of the tissue mass.  On the chart a diagnosis of benign is 
marked as an “x” and a diagnosis of malign is marked with an “o”.  The distribution 
shows a strong correspondence between low values and a diagnosis of benign, 
however there are a number of exceptions to this generalization.  This distribution is 
characteristic to a greater or lesser degree in all of the input variables. 
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Fig. 3. Distribution of Input “Bare Nuclei” 
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The membership and non-membership functions for the same input variable “Bare 
Nuclei” are shown in figure 4. The thin lines in this figure are non-membership 
functions and the thick lines are the membership functions. From this figure it is clear 
that the computed (non)membership functions are not simple complements of each 
other. Membership and non-membership functions for the other input variables have a 
similar geometry to those shown in figure 4. The membership functions generated by 
the process exhibited varying values of hesitation margin ranging from 0 to nearly 1. 
The non-membership functions appeared to play an important role in tuning the 
system to provide better diagnostic accuracy. 

0 2 4 6 8 10  

Fig. 4. Membership and Non-membership functions for Input “Bare Nuclei” 

5   Conclusions  

An intuitionistic fuzzy system was optimized to produce a correct breast cancer 
diagnosis with an accuracy that rivaled that of the best systems to date. The IFL 
employed Combs URC rule construction methodology to limit rule-base growth to a 
linear relationship with increasing numbers of inputs and membership functions. This 
is a significant improvement over the standard formulation that suffers from an 
exponential growth of rules with increasing inputs/membership functions. These 
results suggest that it may be possible to apply fuzzy logic in general, and 
intuitionistic fuzzy logic in particular, to complex problems with large numbers of 
inputs and (non)membership functions.  

In this research we used Particle Swarm Optimization to tune the geometry and 
location of (non)membership functions. We made no attempt to optimize the 
performance of the optimizer, yet we were able to achieve a satisfactory result within 
a reasonable amount of CPU time on a fairly modest computing platform.     
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Abstract. The paper aimed to establish a framework for handling the relation-
ships between different agents in mobile environments. In such environments, 
objects are vague due to incompleteness and local nature of sensed data. The 
lack of relevant data stimulated us to use intuitionistic fuzzy (IF) logic for mod-
eling spatial relationships between them. In this paper uncertainty modeling of 
spatial relationships are analyzed from the view point of intuitionistic fuzzy (IF) 
logic and in order to provide a paradigm that treats with uncertain topological 
relationships in mobile GIS environments, a logical framework is presented in 
which the concept of spatial influenceability is combined with the IF logic. 

1   Introduction 

Mobile computing is a new revolutionary style of technology emerging of the ad-
vances in the development of portable hardware and wireless communications. It 
enables us to access information anywhere and anytime. Advances in location-based 
engines and on-board positioning sensors lead to mobile geospatial information sys-
tem (GIS). Mobile GIS as an integrating system of mobile computing and some GIS 
capabilities has fostered a great interest in the GIS field [15]. It becomes a new branch 
of GIS and brings the GIS into a new stage of development. 

Although the mobile computing has been increasingly grown in the past decade, 
there still exist some important constraints which complicate the design of mobile 
information systems. The limited resources on the mobile computing would restrict 
some features available on the traditional computing. Describing spatial phenomena 
in a mobile GIS suffers from uncertainty. Sources of uncertainty are the inexact or 
incomplete definition of objects, and the inability to observe precise and complete 
relevant data (see [6]). The description of objects- static or dynamic- is not only un-
certain in the above mentioned sense, but also contradictory in different contexts [16]. 
As an example, consider the navigation services for tourist. It is not enough to focus 
on technical parameters, but navigation services in this environment need to be dy-
namically generated according to a wider range of variables from user preferences and 
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interests, the given task, cultural aspects to communicative goals and actual context 
and location. Therefore a mobile GIS environment is an uncertain prone environment.  

Although fuzzy logic methods are of great interest in many GIS applications to han-
dle the uncertainty, the traditional fuzzy logic has two important deficiencies which 
make it irrelevant for mobile GIS environments [17],[18],[19],[20]: First, to apply the 
fuzzy logic we need to assign, to every property and for every value, a crisp member-
ship function and second, it does not distinguish between the situation in which there is 
no knowledge about a certain statement and a situation that the belief to the statement 
in favor and against is the same. In a mobile GIS environment, however, sensors of 
user side could not access all relevant information about other users (not complete 
data) and they are concerned to the user and its neighbors (not global data). Fortu-
nately, abovementioned characteristics can be handled using intuitionistic fuzzy (IF). 

One of the most important characteristics of qualitative properties of spatial data 
and perhaps the most fundamental aspect of space is topology and topological rela-
tionship which are invariant with respect to specific transformations due to homeo-
morphism. The study of topological relationships is firmly evolving as an important 
area of research in the mobile GIS in both temporal and spatial aspects [8] and 
[12],[13]. In this direction, the concept of influenceability seems promising. Influ-
enceability which stands for spatial causal relations, i.e. objects must come in contact 
with one another; is primary order relation. Although influenceability as a primary 
relation does not need to prove, it has some exclusive properties which show why it is 
selected. Influenceability supports contextual information and can be served as a basis 
for context aware mobile computing. 

In this paper, uncertainty modeling of spatial relationships are analyzed from the 
view point of intuitionistic fuzzy (IF) logic. In order to provide a paradigm that treats 
with uncertain topological relationships in mobile GIS environment, a logical frame-
work is presented in which the concept of spatial influenceability is combined with 
the IF logic. The remainder of the paper is structured as follows: Section 2 reviews 
related works on temporal and spatial relationships and also using fuzzy and IF in GIS 
applications. Section 3 presents the fundamental concepts of influenceability and 
introduces an algebraic logical framework for it. In section 4, the concepts of influ-
enceability and IF are integrated to create a framework to handle the Mobile environ-
ment situation. Finally, section 5 contains some conclusions and ideas for future 
works. 

2   Related Works 

There are some spatial and temporal topological models for spatial objects among 
which thirteen topological relations between two temporal intervals by Allen [1] and 
9-intersection approach for spatial topological relations by Egenhofer [10],[11],[12] 
have been widely used in the GI communities. The other significant approach known 
as RCC (Region-Connection Calculus) which has been provided by Cohn [8] is a 
pointless topology based upon a single primitive contact relation, called connection, 
between regions. In this logic-based approach the notion of a region as consisting of a 
set of points is not used at all.  
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The intersection model is extended to vague regions by three main approaches: the 
work of Clementini and Di Felice [7] on regions with “broad boundary” and Tang and 
Kainz [23] that provided a 3*3, a 4*4, and a 5*5 intersection matrix based on differ-
ent topological parts of two fuzzy regions. Two fuzzy generalization of the RCC to 
define spatial relations between vague regions are defined in [14] and [22]. Further-
more Schneider conducts a series of researches including the definition of fuzzy spa-
tial objects, fuzzy topological relationships and etc. [e.g. 21]. 

The notion of intuitionistic fuzzy sets (IFS) was introduced by Atanassov 
[2],[3],[4] as a generalization of fuzzy sets. Later the concept of intuitionistic fuzzy 
topology was introduced by Coker [9]. Malek [17],[18],[19] in his works provided a 
theoretical framework for defining a simple geographic object and discussed the proc-
ess of creating intuitionistic thematic maps using remote sensing satellite imagery.  

3   Influenceability and Its Algebraic Logical Framework 

Causality is widely known and esteemed concept. There is much literature on causal-
ity, extending philosophy, physics, artificial intelligence, cognitive science and so on 
(see for example [5]). In our view, influenceability stands for spatial causal relation, 
i.e. objects must come in contact with one another. In the relativistic physics based on 
the postulate that the vacuum velocity of light c is constant and maximum velocity, 
the light cone can be defined as a portion of space-time containing all locations which 
light signals could reach from a particular location.  

With respect to a given event, its light cone separates space-time into three parts, 
inside and on the future light cone, inside and on the past light cone, and elsewhere. 
An event ‘A’ can influence (or influenced by) another event ‘B’; only when B (A) lies 
in the light cone of A (B). In a similar way, the aforementioned model can be applied 
for moving objects. Henceforth, a cone is describing an agent in mobile GIS environ-
ment for a fixed time interval. This cone is formed of all possible locations that an 
individual could feasibly pass through or visit. The current location or apex vertex 
and speed of object is reported by navigational system or by prediction. The hyper 
surface of the cone becomes a base model for spatio-temporal relationships, and 
therefore enables analysis and further calculations in space-time. 

Let us take influenceability as an order relation (symbolized by ≺ ) to be the primi-
tive relation. It is natural to postulate that influenceability is irreflexive, antisymmet-
ric, but transitive: 

CACBBA ≺≺≺ ⇒∧ )()(  (1) 

Thus, it can play the role of ‘after’. 

Definition 1 (Temporal order). Let A and B be two moving objects with 
at  and 

bt  

corresponding temporal orders, respectively. Then   

)()( ba ttBA <⇒≺  (2) 

Connection as a reflexive and symmetric relation can be defined by influenceability 
as follows: 
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Definition 2 (Connect relation). Two moving objects are connected if the following 
equation holds:  

)]}())[(({)]()[(),()( xayyaxaxyyxyxCxy
def

≺≺≺≺≺≺ ∨∃¬∧∨∀ =  (3) 

Consequently, all other exhaustive and pairwise disjoint relations in region connected 
calculus (RCC) [8] can be defined (Table 1). 

Although the above algebra can be used for relations for spatial, temporal or spa-
tio-temporal objects, it does not consider any kind of uncertainty which is important 
to be modeled in mobile environments. In the next section, we will develop the model 
to support relations between objects with uncertainty elements. 

Table 1. Relations extracted from “Connect” relation [8] 

Relation Interpretation Definition 

DC(x , y) x is disconnected from y ( , )C x y

P(x , y) x is a part of y [ ( , ) ( , )]z C z x C z y

PP(x , y) x is a proper part of y ( , ) ( , )P x y P y x

EQ(x , y) x is identical with y ( , ) ( , )P x y P y x

O(x , y) x overlaps y [ ( , ) ( , )]z P z x P z y

DR(x , y) x is discrete from y ( , )O x y

PO(x , y) x partially overlaps y ( , ) ( , ) ( , )O x y P x y P y x

EC(x , y) x is externally connected to y ( , ) ( , )]C x y O x y

TPP(x , y) x is a tangential proper part of y ( , ) [ ( , ) ( , )]PP x y z EC z x EC z y

NTPP(x, y) x is a non-tangential proper part of y ( , ) [ ( , ) ( , )]PP x y z EC z x EC z y
 

4   Intuitionistic Fuzzy Influenceability 

As it was mentioned before, in a mobile GIS environment, information is local and 
incomplete which is the case of intuitionistic fuzzy theory. In this section, the funda-
mental concepts of the intuitionistic fuzzy will be present and then the idea will be 
used to construct an IF influenceability. 

Definition 3. Let X be a nonempty fixed set. An intuitionistic fuzzy set (IFS) A in X 
is an object having the following form [2] 

}|)(),(,{: XxxxxA AA ∈><= νμ  (4) 

Where the function : [0,1]XAμ →  and : [0,1]XAν →  define the degree of membership 

and the degree of non-membership of the element Xx ∈ , respectively. For every 
Xx ∈ ,

Aμ  and
Aν  satisfy 0 ( ) ( ) 1x xA Aμ ν≤ + ≤ . In contrary of traditional fuzzy, 

the addition of
Aμ  and

Aν  does not necessarily have to be 1. This is particularly 
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useful when system may lack complete information. We follow based on operations 
defined for every two IFSs like logical and ( ∧ ) and logical or ( ∨ ) [2].  

Let XX ×  be the Cartesian product X  with itself as defined in. Then, influence-
ability can be defined for every Xyx ∈,  as: 

: { ( , ), ( , ), ( , ) | ( , ) }In In Inx y R x y x y x y x y X Xμ ν= = < > ∈ ×≺  
(5) 

Using the relation InR and IF logical rules, an IF version of influenceability can be 

calculated: 

( , ) m i n [ m a x ( , ) , m in ( m i n ( m a x , m a x ) ) ]

( , ) m a x [ m i n ( , ) , m a x ( m a x ( m i n , m in ) ) ]

i

i

C a

C
a

x y

x y

μ μ μ

ν ν ν

→ ← → ←

→ ← → ←

=

=

 
(6) 

where  

( , ), ( , ), ( , ), ( , ),

max max( , ), min min( , ), max max( , ), min min( , ),

( , ), ( , ), ( , ), ( , ),

( , ), ( , ), ( , ),

x y x y y x y x

x i y i x i y i

x i y i x i y

x y x y y x y x

x a y a a x a y

x a y a a x

μ μ ν ν μ μ ν ν

ν ν μ μ ν ν μ μ

μ μ μ μ μ μ μ μ

ν ν ν ν ν ν ν

→ → ← ←

→ → ← → → ← ← → ← ← → ←

→ → ← ←

→ → ← ←

= = = =

= = = =

= = = =

= = = = ( , ).ia yν  
The translation of the remaining crisp relations to IF relations are straightforward 

and illustrated in table 2. Figure 1 shows the influenceability relationship between two 
IF cones. 

 

 

Fig. 1. (a) Topological relation between two IF spatial Objects, (b) Influenceability relation 
between two IF spatial Objects 

Furthermore, some other new relations can be defined, such as which termed as 
speed-connection (SC) which did not defined either by RCC or by 9-intersection 
methods (see Figure 2): 

)},()],(),(),((),(()(),({[),(),( baCbyCayCbxCaxCabyxCyxEQyxSC
def

⇒∧∧∧∀∧∧¬= (7) 

We are not going into detail; just say that SC relation could be considered as a  
basis relation to define a qualitative geometry.  

 

(a) (b) 
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Fig. 2. Speed-connection relation between two agents (a) Crisp agents, (b) IF agents 

Table 2. IF version of the Influenceability  

IF Relation Crisp relation 

( , ) { ( , ), ( , ), ( , ) | ( , ) }DC x y x y x y x y x y X XC C ( , ) ( , )DC x y C x y

( , ) { ( , ), min [max( ( , ), ( , ))],

max [min( ( , ), ( , ))] | ( , ) }

P x y x y z x z yC Cz X

z x z y x y X XC Cz X

( , ) [ ( , ) ( , )]P x y z C z x C z y

( , ) { ( , ), min( ( , ), ( , )),

max( ( , ), ( , )) | ( , ) }

PP x y x y x y x yP P

x y x y x y X XP P

( , ) ( , ) ( , )PP x y P x y P y x

( , ) { ( , ), min( ( , ), ( , )),

max( ( , ), ( , )) | ( , ) }

EQ x y x y x y x yP P

x y x y x y X XP P

( , ) ( , ) ( , )EQ x y P x y P y x

( , ) { ( , ), max [min( ( , ), ( , ))],

max [min( ( , ), ( , ))] | ( , ) }

O x y x y z x z yP Pz X

z x z y x y X XP Pz X

( , ) [ ( , ) ( , )]O x y z P x z P z y

( , ) { ( , ), ( , )), ( , )) | ( , ) }DR x y x y x y x y x y X XO O ( , ) ( , )DR x y O x y

( , ) { ( , ), min( ( , ), ( , ), ( , )),

max( ( , ), ( , ), ( , )) | ( , ) }

PO x y x y x y x y y xP PO

x y x y y x x y X XP PO

( , ) ( , ) ( , )

( , )

PO x y O x y P x y

P y x

( , ) { ( , ), min( ( , ), ( , )),

max( ( , ), ( , ) | ( , ) }

EC x y x y x y x yC O

x y x y x y X XC O

( , ) ( , ) ( , )EC x y C x y O x y

 

5   Conclusions and Further Works 

In contrary to the traditional fuzzy logic, IF logic is well equipped to deal with missed 
data. By employing IFSs in spatial data models, we can express a hesitation concern-
ing the object of interest. Because it distinguishes between the situations in which 
there is no knowledge about a certain statement and a situation that the belief to the 
statement in favor and against is the same. This article has gone a step forward in 

(a) (b) 
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developing methods that can be used to define spatial relationships between fuzzy 
spatial regions.  

This paper has demonstrated that concerns to mobile GIS theory can profitably be 
addressed in terms of influenceability relation and Intuitionistic fuzzy logic. Of par-
ticular significance is the fact that the spatio-temporal relationships for fuzzy objects 
can be given in a way that a unique framework is prepared for moving agents. 

The main contributions of the paper is defining influenceability as a new basis for 
spatio-temporal relationships and translating the result relations to IF logic. This pa-
per has demonstrated that fuzzy spatial object may profitably be addressed in terms of 
intuitionistic fuzzy logic. We leave the finding spatial relationships and defining com-
plex regions as well as other spatial objects as our future work.  
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Abstract. This paper presents a generalized approach to the intuition-
istic fuzzification of gray-scale images. Parametric membership and non-
membership functions are applied in order to derive the optimal represen-
tation of the image in the intuitionistic fuzzy domain. A two-dimensional
intuitionistic fuzzy entropy measure is employed as the optimization cri-
terion for driving the aforementioned procedure. Finally, experimental
results demonstrate the ability of the proposed method to efficiently en-
hance low-contrasted gray-scale images.

1 Introduction

Atanassov’s intuitionistic fuzzy sets (A–IFSs) [1] are one of the various exten-
sions of fuzzy sets (FSs) theory [2]. A–IFSs are characterized by their ability to
attribute, apart from degrees of membership, degrees of hesitancy to elements
belonging to a set. It is this additional degree of freedom that allows for the
efficient modelling of imprecise or/and imperfect information. Images, on the
other hand, are susceptible of bearing imprecision mainly due to various factors,
such as the acquisition chain, the non-linear nature of the mapping mechanisms,
and the quantization noise. Therefore, A–IFSs turn out to be flexible tools for
dealing with the imprecision often present in digital images.

In this paper we propose a generalized method for constructing the A–IFS
that optimally describes the image intensity levels in the intuitionistic fuzzy do-
main. The modelling of gray levels is carried out using parametric membership
and non-membership functions, derived using the concepts of involutive fuzzy
complements and intuitionistic fuzzy generators. The process is driven by opti-
mization criteria based on the index of fuzziness and on the intuitionistic fuzzy
entropy of the image in a two-dimensional parameter space. Finally, we demon-
strate that the proposed scheme successfully enhances highly low-contrasted
images.
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2 Atanassov’s Intuitionistic Fuzzy Sets

In this section, we briefly introduce the basic notions, concepts, and definitions
of A–IFSs theory. Throughout this paper the notation Ã is used to represent an
FS, while A describes an A–IFS. Moreover, by I FS (X) we denote the set of
all A–IFSs defined on X . Correspondingly, FS (X) is the set of all FSs on X .

Definition 1. An A–IFS A defined on a universe X is given by [1]

A = {〈x, μA(x), νA(x)〉|x ∈ X} , (1)

where
μA(x) : X → [0, 1] and νA(x) : X → [0, 1] ,

with the condition
0 � μA(x) + νA(x) � 1 , (2)

for all x ∈ X.

The values of μA(x) and νA(x) denote the degree of belongingness and the degree
of non-belongingness of x to A, respectively. For an A–IFS A in X we call the
intuitionistic fuzzy index of an element x ∈ X in A the following expression

πA(x) = 1− μA(x)− νA(x) . (3)

Finally, one of the operators, proposed by Atanassov [1], for converting an A–IFS
into an FS is given by the following definition.

Definition 2. If A ∈ I FS (X), then Dα : I FS (X)→ FS (X), where

Dα(A) = {〈x, μA(x) + απA(x), νA(x) + (1− α)πA(x)〉|x ∈ X} , (4)

with α ∈ [0, 1].

3 Generalized Intuitionistic Fuzzification

In [3], a method for automatically constructing the A–IFSs that optimally models
the gray levels of an image was introduced. Moreover, the authors demonstrated
that this analysis results in efficiently enhancing the contrast of images [3]. In this
paper, we propose a generalized approach to intuitionistic fuzzification, based
on a two-dimensional intuitionistic fuzzy entropy optimization scheme. We also
demonstrate that the proposed framework successfully enhances low-contrasted
images.

3.1 Generalized Intuitionistic Fuzzification – From Images to Sets

Let us consider an image A of size M ×N pixels having L gray levels g ranging
between 0 and L − 1. Generalizing the definition of an image of Pal and Pal
[4,5,6] using FSs, the image in the intuitionistic fuzzy domain can be considered
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as an array of intuitionistic fuzzy singletons, with each element of the array
denoting the degrees of membership (belongingness) and non-membership (non-
belongingness) attributed to a pixel with respect to an image property. Therefore,
the definition of a digital image in the intuitionistic fuzzy setting is given as
follows [3].

Definition 3. An image A is described by the A–IFS

A = {〈gij , μA(gij), νA(gij)〉|gij ∈ {0, . . . , L− 1}} , (5)

with i ∈ {1, . . . ,M} and j ∈ {1, . . . , N}, where μA(gij) and νA(gij) denote
respectively the degrees of membership and non-membership of the (i, j)-th pixel
to the set A associated with an image property.

The first stage of intuitionistic fuzzy image processing, involves the fuzzification
of the image according to the following scheme

μÃ(g) =
g − gmin

gmax − gmin
, (6)

where gmin and gmax are the minimum and maximum gray levels of the image,
respectively. The construction of the A–IFS that represents the intensity lev-
els of the image in an optimal way is carried out using parametric membership
and non-membership function, derived directly from μÃ using intuitionistic fuzzy
generators [7]. The shapes of the aforementioned functions are controlled through
corresponding parameters. A simple method for parameterizing the membership
function μÃ can be derived by considering parametric involutive fuzzy comple-
ments. Employing the Yager fuzzy complement with w > 0, yields

μA(g;w) = 1−
(
1− μw

Ã
(g)

) 1
w . (7)

Based on the concept of intuitionistic fuzzy generators [7] the following non-
membership function is also generated from μA(g;w) as

νA(g;λ,w) = ϕ (μA(g)) =
(
1− μw

Ã
(g)

) λ
w , (8)

where the intuitionistic fuzzy generator ϕ(x) is given by

ϕ(x) = (1− x)λ
, (9)

with x ∈ [0, 1] and λ � 1.
By varying the free parameters λ and w of (7) and (8) different representations

of the image in the intuitionistic fuzzy domain can be obtained. Therefore, an
optimization criterion must be employed to select the optimal parameter set.
Using the definition of entropy of an A–IFS by Szmidt and Kacprzyk [8], the
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entropy of image A is given by

E(A;λ,w) =
1

MN

L−1∑
g=0

hÃ(g)

1−max

{
1−

(
1− μw

Ã
(g)

) 1
w
,
(
1− μw

Ã
(g)

) λ
w

}

1−min

{
1−

(
1− μw

Ã
(g)

) 1
w
,
(
1− μw

Ã
(g)

) λ
w

} ,

(10)
where hÃ is the histogram of the fuzzified image Ã. It is evident that the entropy
can also be considered as a function of the parameters λ and w. Fig. 1(a) illus-
trates the intuitionistic fuzzy entropy of (10) in the two-dimensional space of pa-
rameters λ and w. One may observe that for constant w, the entropy E(A;λ,w)
attains a maximum for a specific value of λ, which will be denoted as λopt(w),
and can be derived according to the following criterion

λopt(w) = argmax
λ�1

{E(A;λ,w)} , (11)

with w > 0. Consequently, for every set of parameters (λopt(w), w), a differ-
ent representation of the image in the intuitionistic domain can be obtained,
described in general as the A–IFS

A(λopt(w), w) = {〈g, μA(g;w), νA(g;λopt(w), w)〉|g ∈ {0, . . . , L− 1}} (12)

for w > 0.

3.2 Intuitionistic Defuzzification: From A–IFSs to Images

Intuitionistic defuzzification refers to the sequence of operations carried out in
order to transfer the image to the fuzzy domain. Moreover, contrast enhancement
of images requires in general the increment of grayness ambiguity by increasing
the number of intensity levels. Images with high fuzziness are considered to be
more suitable in term of human brightness perception. Motivated by this obser-
vation, the maximum index of fuzziness defuzzification scheme was proposed in
[3], in order to de-construct the A–IFS describing the image into its optimal FS.
In view of performing this task, the Atanassov’s operator of (4) is employed.
It should be mentioned that different values of parameter α generate different
FSs and therefore different representations of the image in the fuzzy plane are
possible.

For an FS Ã defined on a universeX , the index of fuzziness, using the product
operator to implement the intersection, is given by

γ(Ã) =
1

4|X |

|X|∑
i=0

μÃ(xi) (1− μÃ(xi)) , (13)

where |X | = Cardinal(X). Consequently, for the FS Dα(A(λopt(w), w)) derived
using Atanassov’s operator of (4), the index of fuzziness may be written as

γ (Dα(A(λopt(w), w))) =
1

4MN

L−1∑
g=0

hÃ(g)μÃ(g)(1 − μÃ(g)) . (14)
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Fig. 1. (a) The intuitionistic fuzzy entropy for the image of Fig. 3(a) in the two-
dimensional space of parameters λ and w. The curve λopt(w) is also annotated (red
line). (b) The index of fuzziness as a criterion for selecting wopt.

According to the maximum index of fuzziness defuzzification, the optimal para-
meter is derived analytically, by solving the equation

dγ (Dα(A(λopt(w), w)))
dα

= 0 , (15)

which yields that

αopt(λopt(w), w) =

⎧⎪⎨
⎪⎩

0, if α′opt(λopt(w), w) < 0
α′opt(λopt(w), w), if 0 � α′opt(λopt(w), w) � 1
1, if α′opt(λopt(w), w) > 1

, (16)

with

α′opt (λopt(w), w) =

∑L−1
g=0 hÃ(g)πA(g;λopt(w), w) (1− 2μA(g;w))

2
∑L−1

g=0 hÃ(g)π2A(g;λopt(w), w)
(17)

where αopt(λopt(w), w) is the parameter of Atanassov’s operator obtained for
each parameter set (λopt(w), w). It should be stressed out that (16) guarantees
that αopt(λopt(w), w) will lie in the [0, 1] interval.

3.3 Parameter Selection Through Optimization of Image Fuzziness

Using the maximum index of fuzziness defuzzification scheme, a set of candidate
fuzzy images can be derived for all w > 0. Since increasing the fuzziness of an
image is a desired property for contrast enhancement, the following optimization
criterion based on the index of fuzziness is employed in order to derive the
optimal parameter wopt

wopt = arg max
w�0

{
γ
(
Dαopt(λopt(w),w)(A (λopt(w), w))

)}
. (18)
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(a) (b) (c) (d)

Fig. 2. (a) Initial low-contrasted image. Images obtained using (b) the histogram
equalization technique, (c) the one-parametric intuitionistic fuzzification scheme of [3]
(λopt = 0.6), and (d) its proposed generalized extension (λopt = 0.5, wopt = 0.5).

(a) (b) (c) (d)

Fig. 3. (a) Initial low-contrasted image. Images obtained using (b) the histogram
equalization technique, (c) the one-parametric intuitionistic fuzzification scheme of [3]
(λopt = 1.2), and (d) its proposed generalized extension (λopt = 0.6, wopt = 0.8).

Finally, using the optimal parameter set (λopt(wopt), wopt), the enhanced im-
age in the gray-level domain is obtained as

g′ = (L− 1) (μA(g;wopt) + αopt(λopt(wopt), wopt)πA(g;λopt(wopt), wopt)(g)) ,
(19)

where g and g′ are the initial and the modified gray-levels, respectively. It should
be stressed out that if λ = w, then the proposed generalized intuitionistic fuzzi-
fication scheme degenerates to the approach introduced by the authors in [3].
Fig. 1(b) illustrates the curve of the index of fuzziness used for selecting the
optimal parameter wopt.

4 Experimental Results

In order to assess the performance of the method for contrast enhancement, we
applied the proposed approach to various real-world and computer-generated
low-contrasted images. For the experimental evaluation we considered gray-scale
images of size 256 × 256 pixels, having 8 bits-per-pixel gray-tone resolution.
For real-world images, their brightness was manually altered to produce images
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exhibiting very low contrast. Figs. 1 and 2 demonstrate the results obtained using
the proposed generalized intuitionistic fuzzification scheme, as well as the ones
derived using its one-parametric counterpart and also the histogram equalization
technique. One may observe that the proposed generalized intuitionistic fuzzy
approach produces images in which constant intensity regions and high-frequency
edges have been drastically enhanced, resulting in images that are more suitable
in terms of human brightness perception, compared to the ones derived using
the one-parametric intuitionistic fuzzification method.

5 Conclusions

In this paper we presented a generalized approach to intuitionistic fuzzification of
gray-scale images, using optimization criteria based on the index of fuzziness and
on the intuitionistic fuzzy entropy of the image in a two-dimensional parameter
space. Application of the proposed scheme demonstrated its ability to efficiently
enhance highly low-contrasted images.
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Abstract. In this paper an extension of the Intuitionistic Fuzzy Image
Processing (IFIP) framework from gray-scale to color images is pre-
sented. Analysis and synthesis of images into their corresponding intu-
itionistic fuzzy components is demonstrated using a suitable color model.
Additionally, application of the proposed framework to histogram hyper-
bolization is also shown. Finally, experimental results demonstrate the
efficiency of the proposed scheme.

1 Introduction

Since Zadeh conceived the notion of fuzzy sets (FSs) [1], many theories treat-
ing the imprecision originating out of imperfect information have been proposed.
Among the various extensions of FSs theory, Atanassov’s intuitionistic fuzzy sets
(A–IFSs) [2] provide a flexible, yet solid, mathematical framework that mimics
aspects of human decision making. A–IFSs successfully handle the inherent im-
precision of information by modeling efficiently its very essence by assigning to
each element of the universe besides membership and non-membership functions
also the corresponding lack of knowledge (hesitation, indeterminacy).

Exploiting the potential of A–IFSs, Vlachos and Sergiadis [3] introduced the
Intuitionistic Fuzzy Image Processing (IFIP) framework for handling the intrin-
sic imprecision of gray-scale images, by means of heuristic and analytical models.
A heuristic modelling of the hesitancy carried by the pixels of color images was
also demonstrated by the authors, by considering the factors that introduce
imprecision in a color image [4].

The main purpose of this work is to extend the analytical model of the IFIP
framework to the context of color images. Having established a unified repre-
sentation of color images in the intuitionistic fuzzy domain, an application of
the proposed framework to intuitionistic fuzzy histogram hyperbolization is pre-
sented using the L∗a∗b color space. Finally, experimental results demonstrate the
ability of the proposed method to enhance efficiently the contrast of real-world
color images.
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2 Elements of Intuitionistic Fuzzy Sets Theory

In this section, we briefly introduce the basic notions, concepts, and definitions
of A–IFSs theory. Throughout this paper the notation Ã is used to represent an
FS, while A describes an A–IFS. Moreover, by I FS (X) we denote the set of
all A–IFSs defined on X . Correspondingly, FS (X) is the set of all FSs on X .

Definition 1. An A–IFS A defined on a universe X is given by [2]

A = {〈x, μA(x), νA(x)〉|x ∈ X} , (1)

where μA(x) : X → [0, 1] and νA(x) : X → [0, 1], with the condition 0 �
μA(x) + νA(x) � 1 for all x ∈ X.

The values of μA(x) and νA(x) denote the degree of membership (belongingness)
and the degree of non-membership (non-belongingness) of x to A, respectively.
For an A–IFS A in X we call the intuitionistic fuzzy index of an element x ∈ X
in A the expression πA(x) = 1 − μA(x) − νA(x). We can consider πA(x) as a
hesitancy degree of x to A. It is evident that 0 � πA(x) � 1 for all x ∈ X .

Finally, one of the operators, proposed by Atanassov [2], for converting an
A–IFS into an FS is given by the following definition.

Definition 2. If A ∈ I FS (X), then Dα : I FS (X)→ FS (X), where

Dα(A) = {〈x, μA(x) + απA(x), νA(x) + (1− α)πA(x)〉|x ∈ X} , (2)

with α ∈ [0, 1].

3 IFIP Framework for Color Images

Motivated by the definition of a gray-scale image using FSs of Pal and Pal [5,6,7],
Vlachos and Sergiadis [3] proposed the following representation of a digital image
in terms of elements of A–IFSs theory.

Definition 3. A gray-scale image A is described by the A–IFS

A = {〈gij , μA(gij), νA(gij)〉|gij ∈ {0, . . . , l − 1}} , (3)

with i ∈ {1, . . . ,M} and j ∈ {1, . . . , N}, where μA(gij) and νA(gij) denote
respectively the degrees of membership and non-membership of the (i, j)-th pixel
to the set A associated with an image property, and l is the number of gray levels.

IFIP involves in general a sequence of operations carried out using the concepts
of A–IFSs theory, in view of performing image processing tasks. Fig. 1 illustrates
an overview of the aforementioned framework for gray-scale images. Generally, in
the first stage the gray-levels of the image are transferred into the fuzzy domain
and then into the intuitionistic fuzzy domain by a suitable selection of corre-
sponding membership and non-membership functions. After the modification of
the intuitionistic fuzzy components according to the desired image operation,
the inverse procedure is carried out to obtain the image in the pixel domain.
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Fig. 1. Overview of the Intuitionistic Fuzzy Image Processing (IFIP) framework

4 Contrast Enhancement of Color Images by A–IFSs

Color images can be represented in various ways using different color spaces. A
color space is the mean for representing the colors and their relationship among
them. One of the most commonly used color spaces is the RGB that utilizes an
additive model, in which the primary colors red, green, and blue are combined
in different amounts to produce the different colors. However, and despite its
simplicity, the RGB color model is not suitable for contrast enhancement pro-
cedures since the color components are not decoupled. Consequently, modifying
independently the R, G, and B channels has the effect of altering the hue and
saturation of colors, resulting in images that often appear to be not natural.
Therefore, in most cases, when contrast enhancement is considered, alternative
color spaces are employed, such as the HSV and the L∗a∗b color spaces. In the
proposed approach we utilize the L∗a∗b color model, in which L is the luminance,
while a and b are the chromatic components. By preserving the chromatic com-
ponents a and b, one may enhance the contrast of a color image by processing
independently the luminance channel. Therefore, in the proposed method only
the luminance will be considered.

4.1 Intuitionistic Fuzzification of Color Images

Intuitionistic fuzzification is the first and, presumably, the most important stage
of the IFIP framework, since it involves the construction of suitable membership
and non-membership functions that describe the intensity values of image pixels
efficiently. In order to transfer the luminance component L to the intuitionistic
fuzzy domain, we apply the method of maximum intuitionistic fuzzy entropy
principle [3], which involves the selection of an appropriate combination from a
family of parametric membership and non-membership functions, in such a way
that the intuitionistic fuzzy entropy of the luminance component of the image
is maximized.

By varying a common free parameter λ � 0, that controls the shape of the
membership and non-membership functions, different representations can be
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derived. Therefore, the optimal representation of luminance, in terms of A–IFSs,
is obtained according to the following optimization criterion

λopt = arg max
λ�0

{E(A;λ)} , (4)

where E is the intuitionistic fuzzy entropy, according to Szmidt and Kacprzyk’s
definition [8], of the L component defined as

E(A;λ) =
1

MN

L−1∑
g=0

hÃ(xL)
1−max

{
1− (1− μÃ(xL))λ , (1− μÃ(xL))λ(λ+1)

}

1−min
{
1− (1− μÃ(xL))λ

, (1− μÃ(xL))λ(λ+1)
} ,

(5)
where μÃ is the membership function of the fuzzified L component and is given
by

μÃ(xL) =
xL − xLmin

xLmax − xLmin

, (6)

with xLmin and xLmax being the minimum and maximum values of luminance,
respectively, while hÃ is the histogram of the fuzzified luminance component.
After the intuitionistic fuzzification, the luminance component of the color image
A is optimally represented using the following A–IFS

Aopt = {〈xL, 1−(1− μÃ(xL))λopt , (1− μÃ(xL))λopt(λopt+1)〉|xL ∈ {0, . . . , l−1}},
(7)

where l is the number of luminance levels.

4.2 Intuitionistic Fuzzy Luminance Histogram Hyperbolization

One of the most common approaches to contrast enhancement of gray-scale im-
ages is histogram equalization (HEQ), in which we seek for a gray-level transfor-
mation in order for the histogram of the resulting image to approximate to a uni-
form distribution over the gray-level range. However, due to the nonlinear nature
of human brightness perception, the requirement of a uniform histogram is not
always suitable. Based on this fact, Frei [9] proposed the idea of histogram hyper-
bolization, where the underlying model for equalization is logarithmic. Extending
the histogram hyperbolization into the fuzzy setting, Tizhoosh and Fochem [10]
proposed the method of fuzzy histogram hyperbolization (FHH).

For A–IFSs the following operator is defined An : I FS (X) → I FS (X)
given by

An = {〈x, (μA(x))n , 1− (1− νA(x))n〉|x ∈ X} , (8)

where n is any positive real number. Using the aforementioned operator, the
FHH approach is extended into the intuitionistic fuzzy setting by modifying the
luminance component according to

A′opt = Aβ
opt , (9)

where β � 0. It should be stressed out that the chromatic components a and b
are left unaltered during this operation.
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4.3 Intuitionistic Defuzzification

In order to transfer the luminance component of the image in the fuzzy do-
main, we employ the maximum index of fuzziness intuitionistic defuzzification
approach described in [3], which involves the application of Atanassov’s opera-
tor of (2) on the modified luminance component Aβ

opt. However, different rep-
resentations of the luminance component in the fuzzy domain can be obtained,
depending on the parameter α selected. According to the maximum index of
fuzziness defuzzification approach the selection of the optimal parameter αopt is
carried out according to the following scheme

αopt =

⎧⎪⎨
⎪⎩

0, if α′opt < 0
α′opt, if 0 � α′opt � 1
1, if α′opt > 1

, (10)

where

α′opt =

∑l−1
xL=0

hÃ(xL)πAβ
opt

(xL)
(
1− 2μAβ

opt
(xL)

)

2
∑l−1

xL=0
hÃ(xL)π2

Aβ
opt

(xL;λopt)
. (11)

Therefore, the luminance component in the pixel domain is obtained as

x′L =
l − 1

e−1 − 1

(
e
−μ

Dαopt (Aβ
opt)

(xL)
− 1

)
, (12)

where x′L are the new levels of luminance of the image. Finally, the modified lu-
minance channel and the chromatic components a and b are combined to produce
the processed image back in the RGB color space.

5 Experimental Results

For experimental evaluation we considered both real-world and synthetic color
images with 8 bits-per-channel color resolution. Figs. 2–4 illustrate the results
obtained using the HEQ approach, as well as the FHH technique and its pro-
posed intuitionistic fuzzy counterpart. Experimental results demonstrated that
the proposed intuitionistic fuzzy approach successfully enhances even highly low-
contrasted color images. Lower values of the parameter β are more suitable for
highly low-contrasted images as the one of Fig. 4. For this image the brightness
was manually altered to produce an image with very low contrast. One may
observe that the image obtained using the color intuitionistic fuzzy luminance
histogram hyperbolization (CIFLHH) approach possesses successfully balanced
colors. One may also observe that the proposed intuitionistic fuzzy approach pro-
duces images in which constant intensity regions and high-frequency edges have
been drastically enhanced, resulting in images that are more suitable in terms of
human brightness perception. Finally, it should be mentioned that similarly to
the proposed CIFLHH technique, the HEQ and the FHH methods have applied
solely on the luminance component of the image in the L∗a∗b color space.
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(a) Initial image (b) HEQ (c) FHH (d) CIFLHH

Fig. 2. (a) Initial color image and images obtained using (b) the HEQ technique, (c)
the FHH method, and (d) the CIFLHH approach

(a) Initial image (b) HEQ (c) FHH (d) CIFLHH

Fig. 3. (a) Initial color image and images obtained using (b) the HEQ technique, (c)
the FHH method, and (d) the CIFLHH approach

(a) Initial image (b) HEQ (c) FHH (d) CIFLHH

Fig. 4. (a) Initial color image and images obtained using (b) the HEQ technique, (c)
the FHH method, and (d) the CIFLHH approach

6 Conclusions

In this work we presented an extension of the IFIP framework to color image
processing. An approach to intuitionistic fuzzy histogram hyperbolization in the
L∗a∗b color space was presented. Finally, our future work involves a detailed
study of the proposed approach using different color models.
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Abstract. The tutorial will summarize the status of research and innovation in 
the field of Security of Computer Vision and Pattern Recognition Technology. 
Two main research areas are considered: intelligent scene analysis in video-
surveillance, and mobile Automatic Number Plate recognition ANPR, for inves-
tigation and crime prevention. The lecture will refer the most recent advances of 
mobile ANPR solutions on board of patrol car as well as portable hand-held de-
vices to improve mobility and flexibility. From the patrol car it is possible to 
collect vehicle information within the traffic flow with a performance that far 
exceeds human detection and recognition capabilities in all weather conditions 
and 24 h operation. Such a solution is currently used by most advanced police 
departments in the world. 

Keywords: Computer Vision, Pattern Recognition, Video Surveillance & Secu-
rity Applications. 

1   Intelligent Video Analysis Systems 

A common objective of new advanced Video Analysis System is the possibility to 
describe in a synthetic high-level what happens in the framed scene. Basic compo-
nents of such description are the objects that are found in the scene and their move-
ment (trajectories) during time. Another essential requirement is the possibility of 
reasoning in a 3D reference coordinate system and using a volumetric representation 
of objects (size and shape) beside radiometric color features. Such a representation 
should be quite similar to the human description in terms of basic primitives like the 
appearance of a target (when and where) its trajectory (in a reference plane), its per-
sistence in the scene coordinates (how long). Based on such low-level primitives it is 
possible to build any higher level interpretation of the overall behavior and sequence 
of the main events in the scene, depending on the specific content and application 
objectives. The accuracy of people/object detection and tracking is particularly impor-
tant for a variety of situations like people flow or density estimation, detection of 
objects (of a certain size and shape), and their condition, to be left or removed from 
the scene. In this research field, people modeling is a key issue for the description of 
flexible and complex objects to be detected and tracked. There is a wide literature 
dealing with such problem. A recent interesting discussion of the problem and the 
most advance proposed solution can be found in the special issue [1]. Among other 
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important initiatives in this area, it is worth to remark the Performance Evaluation 
workshop PETS that is organized on a regular basis (the last event has been hold in 
New York last June 18, 2006 [2]), where most advanced research labs in the world are 
involved to present the last achievements of their studies. Moreover, this topic of 
people detection and tracking has a great interest also in the industrial domain [3] for 
a variety of applications from security and crime prevention, to statistical commercial 
analysis, up to entertainment and sports applications. 

2   3D Model-Based Target Tracking 

The main processing steps of a vision system for target detection and tracking are 
briefly summarized in the following. 

1. Calibration of the involved cameras (possibly multi-camera systems) w.r.t the 3D 
world coordinates, with strong requirements to be robust, fast and easy to use, in 
practical installations. It is also required to provide the system with a sufficient 
level of self-awareness to immediately detect and possibly correct any deviation 
from the initial installation conditions. 

2. Foreground/background segmentation and background updating with adaptive 
control to compensate the variability of light and environmental noise (shadows, 
highlights, etc.). A  highly sensitive event detection system is of the required, 
even in very low contrast conditions (this is particularly important for intruder de-
tection).  

3. Target tracking using a variety of geometric and radiometric features with a suit-
able 3D target model and an appropriate state model including position and mo-
tion parameters 

4. New target detection process for the localization of potential new objects and tar-
gets in the scene at any stage of the process (including the boot-strap situation). 

5. Low-level data fusion to remove local ambiguities and minimize the number of 
false alarms and missed targets. 

6. High-level data integration and event detection; this processing step is highly de-
pendent on the current application with some specific constraints and contextual 
information.  

The proposed solution is based on a simple volumetric representation of the targets 
and their detection, prediction and tracking in the reference 3D system, by using mul-
tiple camera views. An essential component of the process is camera calibration in-
cluding both intrinsic as well as extrinsic parameters.  

The area to be inspected may be quite large and it may require the installation and 
activation of multiple cameras to cover the scene from different multi-view positions 
to guarantee the correct detection and tracking of multiple objects (of different 
classes) in the 3D scene.  

The considered application is wide-field target detection and tracking, where the 
targets are supposed to be quite small with poor details. In high resolution applica-
tions with close-up video recording, human body representations require a much 
complex model scheme to describe their non-rigid properties. 
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In the proposed approach new candidate objects are detected at each new time step 
in the different camera views according to their projected silhouettes of the fore-
ground map (color segmentation is performed, with shadow detection and removal). 
A local search is performed around the predicted position to refine the object estimate 
using color feature representation [6], of the different class of objects (from the larger 
to the smaller and from the closer to the farthest).  

 

 

Fig. 1. vanishing geometry on the camera view 

 

Fig. 2. People tracking from outdoor scene with strong highlight Some of the targets are tempo-
rarily lost during the video sequence 

The automatic detection of abnormal behavior represents one of the main objec-
tives of any new intelligent video surveillance system to drive the human attention 
only when relevant actions take place. An essential component of an advance video 
analysis system is the detection and tracking of people in a video sequence in all envi-
ronmental conditions.  
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Fig. 2 shows an example of people detection and tracking by using a 3D model 
based approach. An essential component of the process is the accurate calibration of 
the scene and the video camera system since the tracking process is performed in the 
3D scene.  

The target models are then re-projected into the image plane to verify their correct 
position in the image view. The use of a very simple symmetric 3D target model has 
proved to be appropriate for people counting with a sufficient precision even in very 
crowded and complex situations.  

The accuracy of target position in the 3D reference coordinate system is highly  
dependent on the image resolution in wide-field cameras and it may be definitely 
improved by multi-camera configuration. Further research efforts will be devoted to 
improve the robustness of the full processing chain.  

The final goal is the design of an easy to use, self-consistent system to be managed 
by security personnel, in real applications, in both indoor and out-door environments. 

3   License Plate Recognition in Security Applications 

Increasing traffic density and congestion represents one of the main problems of eve-
ryday life. Motorists lose time and money in the cues, and safety and security are 
often compromised. License-plate recognition (LPR) technology, often represents a 
solution to save time and alleviate congestion by allowing motorists to pass toll plazas 
or weigh stations without stopping. It can improve safety and security by helping 
control access to secured areas or assisting patrol in law enforcement. LPR is a con-
solidated technology (see the tutorial in (1)), widely used in a variety of ITS applica-
tions since License plates are the only universal identification device from vehicles to 
roadside. From the long list of suppliers it is possible to identify two different types of 
products, i.e. software packages of Optical Character Recognition (OCR), mainly 
oriented to system developers, and integrated systems, where OCR is a component of 
complete solutions, including image sensors and lighting, and special image proces-
sors, for Traffic Control or Police Security applications. Most referred applications 
are based on fixed installations for access control, electronic pay-toll collection and 
law-enforcement (red-light violation, average speed control) and security control 
(stolen-car detection and crime investigation). Currently, the new challenge in ITS 
applications is based on mobile LPR systems, installed on standard patrol vehicles, to 
increase data-collection capabilities and extend the inspection field during normal 
patrol missions. The mobile system may identify particular vehicles of interest which 
may be hidden amongst the huge volume of traffic using our roads today. The recog-
nition task of a moving platform is much more complex than for fixed urban or  
highway traffic control installations, and represents a real challenge for Computer 
Vision. In fact all critical situations are concurrently present, like sudden, unpredict-
able changes of lighting conditions during patrols (transition from sunlit to shadow  
areas, tunnels, night patrols, etc.), arbitrary license plate 3D orientation, fast real-time 
processing requirements. 
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4   Mobile ANPR System 

Auto-Detector [8] is a new mobile Automatic Number Plate Recognition system, 
installed on board of any kind of patrol vehicle (car, motor-vehicle), to automatically 
detect and read the license plates of the vehicles falling in its field of view.  

 

 
 

 
 

 
 

Fig. 3. Example of Auto-Detector installation for the Italian Carabinieri-Arm, the Italian Road 
Police, and USA State Highway Patrol forces 

The innovation content of Auto-Detector is twofold: it is a new service solution for 
security and surveillance monitoring; moreover it represents a significant innovation 
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of integrated Computer Vision solutions by continuous high-rate number plate recog-
nition from a moving sensor in all possible environmental conditions.  

Auto-Detector is actually an independent intelligent sensor that is continuously in-
specting what happens around the patrol vehicle and is able to detect automatically 
the presence of a license plate irrespective of its orientation in the field of view. As 
such the proposed system represents a revolutionary contribution to patrol crew, 
working in background and without affecting normal patrol duties.  

The continuous recognition of plates in the scene is a performance far exceeding 
any practical possibility by the human eye and the on-line response feature of Auto-
Detector (by on-board real-time checking the recognized plate against a search list 
size of more than millions of plates) provide a great economical value for all security 
and surveillance applications. Technology innovation is provided also in the Com-
puter Vision process and Optical Character Recognition to achieve a detection per-
formance better than 90% of all license plates in the field of view and a correct recog-
nition rate greater than 99% among all detected license plates. Moreover the system 
provides a great flexibility in terms of learning tools, to achieve successful perform-
ance for all international number plates in all countries.  

Another important innovation contribution is the miniaturization of the imaging 
sensor case, that must be installed on-board within a very small space (lighting bar, 
roof of the car, interior, etc.). To achieve such goals the proposed solution is an effec-
tive optimization of existing technology components in the area of digital cameras 
(LVDS and Camera-Link standard) and infrared illumination sources (using a very 
innovative LED-on-chip technology that was originally developed and used for auto-
mation inspection and Machine Vision). Finally, the selected Auto-Detector on-board 
processing unit is an effective network processor using a local LAN connection be-
tween dedicated processors devoted to each camera and data storage and search, with 
low-power consumption, and automotive constraints. The decision to adopt fixed 
camera positions is a compromise to acquire as much data as possible (license plate 
strings and images) during patrol. This capillary data collection system can rapidly 
alert patrols (through the onboard navigation system) and the operations centre when 
blacklisted numbers are detected. The system has been designed for low consumption 
to fit with existing power supply onboard. It integrates perfectly with existing on-
board systems without adding any extra effort to the workload of patrol personnel, 
who is free to operate as usual in his/her patrol missions. It can be easily defined as 
“an auxiliary officer on-board of the car”, with a reading and recognition performance 
that highly exceeds human capabilities, being able to detect immediately any appear-
ance of selected number plates in the neighbourhood of the patrol car. As such it 
strongly enhances the capabilities of the patrol crew. 

5   Conclusions 

The paper provides a summary of advanced research and innovation in the field of 
Security. The automatic detection of abnormal behavior represents one of the main 
objectives of any new intelligent video surveillance system to drive the human atten-
tion only when relevant actions take place. An effective video surveillance system 
should be an active tool towards crime prevention rather the most common “after the 
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fact” investigation. People detection and tracking is one of the most representative 
computer vision tasks, using multi-camera integration and fusion of information.  

Another relevant application area is considered. It is the exploitation of License 
Plate Recognition technology in mobile applications for Homeland Security, to pro-
vide security forces the most efficient tools for a wide and thorough vehicle data col-
lection and the possibility to early detect potential criminal behavior. Recent studies 
confirm that most relevant crime events are closely connected with the use of a car 
and the identification and tracking of all vehicles along the road and in downtown has 
proved to be an essential tool for investigation and crime prevention. 
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Abstract. By normalizing the values of its pixels, any image is inter-
preted as a fuzzy relation whose the greatest eigen fuzzy set with respect
to the max− min composition and the smallest eigen fuzzy set with re-
spect to the min −max composition are used in a genetic algorithm for
image reconstruction scopes. Image-chromosomes form the population
and a fitness function based on the above eigen fuzzy sets of each image-
chromosome and of the related original image is used for performing the
selection operator. The reconstructed image is the image-chromosome
with the highest value of fitness.

Keywords: max− min composition, min − max composition, eigen fuzzy
set, genetic algorithm, image reconstruction.

1 Introduction

By normalizing the values of its pixels with respect to (for short, w.r.t.) to the
length of the gray scale used, any image of sizes m×m is interpreted as a square
fuzzy relation R. So the fuzzy relation calculus for image compression (e.g, [2],
[6], [10]) is a natural tool for dealing with this topic. For instance, the usage of
the greatest eigen fuzzy set of R ([1], [11], [12]) w.r.t. the max−min composition
(for short, GEFS) and the smallest eigen fuzzy set of R w.r.t. the min−max
composition (for short, SEFS) is applied to problems of image information re-
trieval [3], image analysis [7] and image reconstruction [8]. Some authors (e.g.,
[4], [9]) have used genetic algorithms (for short, GA) for coding/decoding im-
ages. Indeed we have tested the use of GA to reconstruct an image by using
GEFS and SEFS of the original image as input data. In Section 2 we recall the
definitions of GEFS and SEFS of a fuzzy relation R, in Section 3 we describe
our genetic algorithm by using a fitness function based on GEFS and SEFS and
in Section 4 we show the results of our experiments.

2 Eigen Fuzzy Sets

Let A ∈ F (X) = {B : X → [0, 1]} be a fuzzy set defined on a referential finite
set X and R ∈ F (X ×X) = {S : X ×X → [0, 1]} be a fuzzy relation such that

R ◦A = A (1)

F. Masulli, S. Mitra, and G. Pasi (Eds.): WILF 2007, LNAI 4578, pp. 342–348, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



A Genetic Algorithm Based on Eigen Fuzzy Sets 343

where ◦ stands for the max−min composition. In terms of membership func-
tions, we write (1) as

A(y) = max
x∈X

{min(A(x), R(x, y)} (2)

for all x, y ∈ X and A is said an eigen fuzzy set of R. Let Ai ∈ F (X), i = 1, 2, . . .
be given recursively by

A1(z) = max
x∈X

R(x, z) ∀z ∈ X,A2 = R ◦A1, . . . , An+1 = R ◦An, . . . . (3)

We know (e.g., [1], [11], [12]) that there exists an integer p ∈ {1, . . . , cardX}
such that R◦Ap = Ap and Ap ≥ A for all A ∈ F (X) satisfying the Equation (1),
that is Ap is the GEFS of R. By dualizing the Equation (2), we also consider
the following equation:

R •B = B (4)

where • denotes the min−max composition. In terms of membership functions,
we write the Equation (4) as

B(y) = min
x∈X

{max(B(x), R(x, y)} (5)

for all x, y ∈ X and B is also said an eigen fuzzy set of R w.r.t. the min−max
composition. Let Bi ∈ F (X), i = 1, 2, . . . be given recursively by

B1(z) = min
x∈X

R(x, z) ∀z ∈ X,B2 = R •B1, . . . , Bn+1 = R •Bn, . . . . (6)

By duality, it is easily seen that there exists an integer q ∈ {1, . . . , cardX} such
that R • Bq = Bq and Bq ≤ B for all B ∈ F (X) satisfying the Equation (4),
that is Bq is the SEFS of R.

The following example illustrates the above concepts. Indeed, let cardX = 3
and we consider the following fuzzy relation:

R =

�
�

0.8 0.2 0.7
0.1 0.3 0.7
0.5 0.4 0.3

�
�

By using the sequence (3), we have that A1 = (0.8, 0.4, 0.5) and A2 = R◦A1 =
(0.8, 0.4, 0.7), hence A3 = R ◦ A2 = A2, that is A2 is the GEFS of R w.r.t. the
max−min composition (2). Further, by using the sequence (6), we see that
B1 = (0.1, 0.2, 0.3) and B2 = R • B1 = (0.2, 0.2, 0.3), hence B3 = R • B2 = B2
and then B2 is the SEFS of R w.r.t. the min−max composition (5).
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We have used formulas (3) and (6) in our algorithms for calculating GEFS
and SEFS of the fuzzy relations involved in this paper.

3 The Genetic Algorithm

The GA method [5] encodes a potential solution to a specific problem on a
simple chromosome like data structures and applies recombination operators
to these structures. Genetic algorithms are often viewed as optimization func-
tions although the range of problems to which they have been applied is quite
broad. We use the GA approach for the reconstruction of an image by using its
GEFS and SEFS in the fitness function of a chromosome. It is well known that
the principal step in developing a GA is the definition of a solution coding: in
other words, a chromosome must contain information about the solution that
it represents. The coding process depends mainly on the problem under consid-
eration (e.g., binary strings, integers, real numbers, parsing trees, etc.). In our
approach we use a population of N chromosomes formed by random images; the
gene of a chromosome is a pixel. The allele value of a gene is an integer value
in the set X = {0, 1, . . . , 255} since in our experiments we use gray images of
sizes 256× 256. We applied the selection operator by calculating for each image
chromosome the value of fitness given by

F (R,Rj) =
1

MSEGEFS+SEFS(R,Rj)
(7)

where j = 1, 2, . . . , N and MSE stands for Mean Square Error defined as

MSEGEFS+SEFS(R,Rj) =

1
256

∑
x∈X

[
(A(x) −Aj(x))

2 + (B(x) −Bj(x))
2
]
, (8)

being A,B ∈ F (X) the GEFS and SEFS, respectively, of the fuzzy relation R
obtained by normalizing the pixels of the input original image (that is if P (x, y)
is the pixel value in (x, y) ∈ X × X , there we assume R(x, y) = P (x, y)/255)
and Aj , Bj ∈ F (X) the GEFS and SEFS, respectively, of the fuzzy relation Rj

obtained by normalizing the pixels of the j-th image-chromosome of the popu-
lation. The crossover operator defines the procedure for generating a child from
two parent genomes. For the crossover operation we applied a fixed-length bi-
dimensional array Single Point Crossover with a probability pcros to two images
in the mating pool. After the crossover operator is performed, we have applied
a mutation operator to each chromosome with probability pmut. In order to ac-
celerate the convergence of the algorithm, the mutation operator performs a
random change of a genes value in a chromosome by choosing a random value
very close to the previous value of the gene. In the GA we have prefixed several
values of the number I of generations and we have determined as reconstructed
image the image-chromosome with the highest value of fitness.
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4 Experimental Results

We have used in our experiments 10.000 gray images of sizes 256 × 256 ex-
tracted from SIDBA data set (http://www.cs.cmu.edu/ cil/vision.html). In our
experiments we used the C++ library class GALIB (http://lancet.mit.edu/ga/
dist/) in a C + + project. We have used a crossover probability pcros = 0.6 and
a mutation probability pmut = 0.01 by testing the GA with different values of
the population number N and the number I of generations. For brevity, we only
give some results for the well known image R = Lena (Figure 1a) and R = Bird
(Figure 1b), whose reconstructed images under several values of N and I are
shown in the Figures 2a÷ 5a and in the Figures 2b÷ 5b respectively.

The sample image R = Lena The sample image R = Bird

Reconstruction S1 (N=40, I=103) Reconstruction S2 (N=40, I=104)

Fig. 1a.

Fig. 2a. Fig. 3a.

Fig. 1b.

Table 1. Values of the PSNR for the reconstructed images

PSNR for Lena PSNR for Bird

(PSNR)1 = 9.80 (Fig. 2a) (PSNR)1 = 9.68 (Fig. 2b)
(PSNR)2 = 11.22 (Fig. 3a) (PSNR)2 = 10.93 (Fig. 3b)
(PSNR)3 = 13.35 (Fig. 4a) (PSNR)3 = 14.25 (Fig. 4b)
(PSNR)4 = 19.37 (Fig. 5a) (PSNR)4 = 21.41 (Fig. 5b)

From above tests, it is evident that the better performance of the GA algo-
rithm is achieved for N = 100 and I = 100000. Indeed, in Table 1 we report
the values of the Peak Signal Noise Ratio (PSNR)c for each reconstructed image
Sc(c = 1, 2, 3, 4) given by
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(PSNR) = 20log10
255√�

x∈X

�
y∈X [R(x,y)−Sc(x,y)]2

256×256

being X = {0, 1, . . . , 255} and R,Sc ∈ F (X ×X).

Recons t ruc t ion S3(N=40, I=5x104 I=105) Reconstruction S4 (N=100, I=105)

Fig. 4a. Fig. 5a.

Fig. 2b.

Fig. 4b.

Fig. 3b.

Fig. 5b.

Reconstruction S1 (N=40, I =103) Reconstruction S2 (N=40, I=104)

Recons t ruc t ion S3(N=40, I=5x104) Reconstruction S4 (N=100, I=105)

For sake of completeness, in the Figures 1 and 2 are shown the GEFS and
SEFS of the original image R of Figure 1a and of the reconstructed image S4 of
Figure 5a respectively, on which is evaluated the fitness value (7).
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Fig. 1. GEFS of the images R and S4

Fig. 2. SEFS of the images R and S4

5 Conclusions

Two types of eigen fuzzy sets, that is the max-min and min-max compositions
are used to calculate the fitness value in a GA used for image reconstruction
scopes. We have applied the GA over many random gray images by using sev-
eral population dimensions and generation numbers and we have assumed as
reconstructed image that one with the greatest value of fitness, that is having
GEFS and SEFS very close to those ones of the original image. Here we have not
discussed on time coding, nor we have studied optimization tasks for improving
the performance of the GA algorithm.
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Abstract. Spatial methods play a relevant role in the deinterlacing matter. Com-
mon spatial algorithms often introduce artifacts like crawling, alias and blur in the
output signal. In this paper a new spatial deinterlacing method for color image se-
quences that introduces less artifacts than other common methods is proposed. It
uses fuzzy metrics to select the current pixel from a group of the nearest pix-
els taking into account how much chromatically similar and spatially close are
these pixels to each other. Experimental results show that the proposed algorithm
outperforms common spatial algorithms in various video sequences.

1 Introduction

Interlace video format does not display complete frames but half-frames. Many deinter-
lacing methods have appeared as a necessary tool for transforming the scan format from
interlace to progressive [1]. The most recent and complex deinterlacing methods use
motion vectors for compensating the motion on the scene. However they need spatial
methods when the sequence presents motion and it can not be compensated [1,2,3,4,5].
Spatial methods that have the lowest implementation cost are line repetition and line
averaging. Edge-based line averaging (ELA) and its modifications select the most suit-
able direction and interpolate along that direction. Nevertheless, these methods produce
mistakes when edges are not sharp enough or in the presence of noise [6,7,8,9].

In this paper we present a new spatial deinterlacing method which uses a fuzzy metric
to select the current pixel from a group of the nearest pixels taking into account how
much chromatically similar and spatially close are these pixels to each other. The use
of fuzzy metrics is considered because they provide an appropriate way to represent
multiple criteria simultaneously, as it will be described.

In the following, Section 2 presents fuzzy metrics concepts used and defines the new
spatial deinterlacing method. Section 3 shows the obtained experimental results and
finally in Section 4 some conclusions are drawn.

2 Proposed Deinterlacing Method

The deinterlacing method proposed in this paper uses a fuzzy metric to compare and
select one pixel from the nearest pixels embedded in the processing windowW defined
� The author acknowledges the support of Spanish Ministry of Education and Science under

program ”Becas de Formación de Profesorado Universitario FPU”.
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Fig. 1. Processing window for the pixel at position i = (i1, i2)

as in Figure 1. The color vectors in the processing windowW will be ordered using the
commented fuzzy metric as distance criterion in a reduced ordering procedure [10] such
that the vector being the most chromatically similar and spatially close with respect to
the rest of the pixels in W will be the output pixel of the process and will be identified
in an extreme of the ordering as it will be explain below.

2.1 Measuring Fuzzy Metrics

In order to measure the chromatic similarity between color vectors and according to
the studies made in [11,12] we should consider the difference in direction between the
RGB color vectors. Then, we will consider the unitary vector associated to each color
vector which characterizes its direction in the vector space.

Let Fi = (Fi(1), Fi(2), Fi(3)) denote the color vector of the F image located at
position i = (i1, i2) comprised of its R, G and B components. The unitary vector F′i
characterizing the direction in the vector space of the color vector Fi is obtained as

F′i =
Fi

‖Fi‖2
(1)

where ‖ · ‖2 denotes the Euclidean norm. Gray-scale vectors in RGB correspond to
the vectors with the form Va = (a, a, a) where a ∈ [0, 255] and that for any a > 0,
||Va||2 = a

√
3 and V ′a = ( 1√

3
, 1√

3
, 1√

3
), then we will extend the above function by

defining the unitary vector Z ′ = ( 1√
3
, 1√

3
, 1√

3
) for black and white vector images.

Given this, we propose to measure the chromatic similarity by using the fuzzy metric
MK introduced in [13,14,15] between these unitary vectors as follows

MK(F′i,F′j) =
3∏

l=1

min{F ′i(l), F ′j(l)}+K

max{F ′i(l), F ′j(l)}+K
(2)

Then MK(F′i,F′j) will be the fuzzy chromatic similarity between the color vectors
Fi and Fj. According to [13,14,15,16,17], the K parameter should be set accordingly
to the range of the vector component values so that in our case K = 4 is an appropriate
value.
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For the spatial distance between pixels it will be considered the so-called standard
fuzzy metric deduced from the L1 metricML1 in [18]. Then, the fuzzy spatial closeness
between the pixels Fi and Fj is given by

ML1(i, j, t) =
t

t+ L1(i, j)
(3)

where L1 denotes the L1 metric. The t parameter may be interpreted as a parameter to
adjust the importance given to the spatial criterion since according to [18] ML1(i, j, t)
measures the distance between i and j with respect to t.

2.2 A Fuzzy Metric for Chromatic Similarity and Spatial Closeness

For our purpose it will be considered a fuzzy metric combining the fuzzy chromatic
similarity MK (2) and the fuzzy spatial closeness ML1 (3). So, it will considered the
following combined fuzzy metric

CFMK,L1(Fi,Fj, t) = MK(F′i,F′j) ·ML1(i, j, t) (4)

which, according to [19], can be proved to be a fuzzy metric, as well. Then, the expres-
sion in 4 is a fuzzy measure of the fuzzy chromatic similarity and fuzzy spatial closeness
between the color vectors Fi and Fj.

2.3 Proposed Spatial Deinterlacing Method

The proposed method will select as output the pixel which is simultaneously the most
chromatically similar and spatially close to all the other vector pixels in the processing
window. To realize the selection, a reduced vector ordering [10] using the combined
fuzzy metric CFMK,L1 as distance criterion will be performed as follows.

Let F represent a multichannel interlaced image and let W be the N length process-
ing sliding window in Figure 1. The image vectors in W are denoted as Fj, j ∈ W . The
fuzzy chromatic similarity and fuzzy spatial closeness between two vectors Fk and Fj

is denoted by CFMK,L1(Fk,Fj, t). For each vector in W , an accumulated measure of
the fuzzy chromatic similarity and fuzzy spatial closeness to all the other vectors in the
window has to be calculated. The scalar quantity Rk =

∑
j∈W,j
=k

CFMK,L1(Fk,Fj, t),

is the accumulated measure associated to the vector Fk. The reduced ordering [10] es-
tablishes that the ordering of the Rk’s: R(0) ≤ R(1) ≤ ... ≤ R(N−1), implies the same
ordering of the vectors Fk’s: F(0) ≤ F(1) ≤ ... ≤ F(N−1). Then the output of the
selection process is F(N−1) since it is the vector which maximizes the accumulated
measure and then it is the most chromatically similar and spatially close to all the other
vector pixels in W .

The t parameter allows to adjust the importance of the spatial criterion such that
when t −→ ∞ the spatial criterion is not taken into account; for lower values of t,
pixels far from the central pixel help to decide the output but they are not likely to be
the output as they are not spatially close to all the other pixels in the window. Moreover,
the proposed method is robust in the presence of noise since noisy pixels will usually
occupy high ranks in the ordering and thus they can hardly be the output of the method.
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3 Experimental Results

The proposed method is evaluated using the video sequences Flower Garden and Table
Tennis in front of the most common spatial methods. In this paper we make use of the
conventional ELA algorithm and two modifications, an extended ELA (ELA-5) which
searches the interpolation direction between five possible ones and EDI algorithm which
usually have a visually better performance than other spatial methods [7,9].

The well-known Mean Absolute Error (MAE) and Peak Signal to Noise Ratio (PSNR)
quality measures have been used to assess the performance of the proposed method and
are defined in [10]. Table 1 shows comparisons in terms of the objective quality mea-
sures for the sequence Flower and two different scenes of the sequence Table-Tennis.

The proposed method has a good performance for a wide range of values of the t
parameter. Values in [0, 1] provided the better numerical results, getting worse for higher
value of t. We set the parameter t = 0.1 empirically. It is possible to choose another
processing windowW configuration with more pixels almost without differences in the
visual results but that would increase the computational load.

Table 1. Comparison of the methods performance

Method flower tennis1 tennis2
Measure MAE PSNR MAE PSNR MAE PSNR

Line repetition 7.36 32.47 2.86 34.87 4.76 34.32
Line averaging 6.09 32.86 2.34 35.54 4.09 34.53

EDI 6.09 32.88 2.42 35.17 4.08 34.47
ELA 5.85 33.05 2.32 35.34 3.61 34.84

ELA-5 5.79 32.12 2.27 35.27 3.49 34.96
Proposed 5.16 33.45 2.25 35.41 3.04 35.31

The detail of deinterlaced Tennis-Table sequences depicted in Figure 2 shows some
outputs of the considered deinterlacing methods. All spatial methods introduce artifacts
when deinterlacing. Some of these artifacts can be only observed by seeing the animated
sequence. Numerical results are an estimation of the original signal recovering but it
does not necessarily correspond with artifacts appearance. The proposed method has a
good balance between signal recovering (best numerical results) and artifacts generation
(no new artifacts appearance).

4 Conclusion

In this paper, a new spatial deinterlacing method has been proposed. It makes use of a
fuzzy metric in order to select the output pixel from a group by performing a reduced
vector ordering.

The proposed fuzzy metric simultaneously measures the chromatic similarity and
spatial closeness between two color pixels such that the proposed method performs a
chromaticity based selection. The use of fuzzy metrics has been considered since they
provide an appropriate way to simultaneously model multiple criteria.
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(a) (b)

(c) (d)

(e) (f)

(g)

Fig. 2. Detail of Tennis-Table sequence (a) Original sequence, (b) Line repetition output, (c) Line
averaging output, (d) ELA output, (e) ELA-5 output, (f) EDI output, (g) Proposed method output

Experimental results show that the proposed method can outperform other state-of-
the-art spatial methods in terms of performance.
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Fuzzy Directional-Distance Vector Filter
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Abstract. A well-known family of nonlinear multichannel image filters uses the
ordering of vectors by means of an appropriate distance or similarity measure be-
tween vectors. In this way, the vector median filter (VMF), the vector directional
filter (VDF) and the distance directional filter (DDF) use the relative magnitude
differences between vectors, the directional vector difference or a combination of
both, respectively. In this paper, a novel fuzzy metric is used to measure magni-
tude and directional fuzzy distances between image vectors. Then, a variant of the
DDF using this fuzzy metric is proposed. The proposed variant is computation-
ally cheaper than the classical DDF. In addition, experimental results show that
the proposed filter receives better results in impulsive noise suppression in colour
images.

1 Introduction

Nonlinear vector filters based on the theory of robust statistics [6,10], commonly use
the reduced ordering principle amongst vectors in a predefined sliding window [12,17].
When the vectors are ranked using the reduced ordering principle by means of a suitable
distance or similarity measure, the lowest ranked vectors are those which are close to
all the other vectors in the window according to the distance or similarity measure used.
On the other hand, atypical vectors, susceptible to be considered as noisy or outliers,
occupy the highest ranks. The output of these filters is defined as the lowest ranked
vector as follows.

Let F represent a multichannel image and letW be a window of finite size n+1 (filter
length). The image vectors in the filtering windowW are denoted as Fj , j = 0, 1, ..., n.
The distance between two vectors Fk,Fj is denoted as ρ(Fk,Fj). For each vector in
the filtering window, a global or accumulated distance to all the other vectors in the
window has to be calculated. The scalar quantity Rk =

∑n
j=0,j 
=k ρ(Fk,Fj), is the

accumulated distance associated to the vector Fk. The ordering of the Rk’s: R(0) ≤
R(1) ≤ ... ≤ R(n), implies the same ordering of the vectors Fk’s: F(0) ≤ F(1) ≤ ... ≤
F(n). Given this order, the output of the filter is F(0).

� The author acknowledges the support of Spanish Ministry of Education and Science under
program ”Becas de Formación de Profesorado Universitario FPU”.
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Following the above scheme, the vector median filter (VMF) uses the generalized
Minkowski metric (Lp norm) expressed as

Lβ(x,y) =

(
N∑

i=1

| (xi − yi) |β
) 1

β

, (1)

and usually its particular cases the L1 andL2 metrics as the ρ distance function between
vectors. Some approaches have been introduced with the aim of speeding up the VMF
by using a linear approximation of the Euclidean distance [2], and by designing a fast
algorithm when using the L1 norm [3]. Also, the VMF has been extended to fuzzy
numbers in [5] by means of certain fuzzy distances. Indeed, fuzzy distances have been
recently proved to be very useful for image filtering tasks [4,14,15,16]. On the other
hand the basic vector directional filter (BVDF) [19], uses the difference in direction
among the image vectors as an ordering criterion. The function usually used to measure
angular differences between vectors is defined as [19]

A(x,y) = cos−1
(

x · y
||x|| · ||y||

)
. (2)

The BVDF uses the A function as the ρ distance function above for defining the vector
ordering. Since directions of vectors are associated to their chromaticities the angular
minimization may give better results than techniques based on VMF in terms of colour
preservation.

The directional distance filter (DDF), [11], tries to minimize a combination of the
aggregated distance measures used in VMF and BVDF. The accumulated distance Rk

associated to each vector Fk, k = 0, . . . , n in the filtering window is now calculated as
follows

Rk =

⎡
⎣ n∑

j=0

Lβ(Fk,Fj)

⎤
⎦
1−q ⎡

⎣ n∑
j=0

A(Fk,Fj)

⎤
⎦

q

, (3)

where Lβ denotes the specific metric used, A is the angular distance function above
and q ∈ [0, 1] is a parameter which allows to tune the importance of the angle criterion
versus the distance criterion. If q = 0, the DDF operates as the VMF, whereas for q = 1
DDF is equivalent to the BVDF. For q = 0.5 the weight is equivalent for both criteria.
In this way, the DDF constitutes a generalization of the VMF and BVDF. It is useful
in multichannel image processing since it inherits the properties of its ancestors [11].
The disadvantage of DDF is a relatively high computational complexity because two
different aggregated measures are to be calculated.

In this paper we use a novel fuzzy metric introduced in [13] to propose a variant of the
classical DDF. For this, we introduce the following novel concepts in this paper: (i) first
we extend the usage of a previously studied fuzzy metric [13,14,15] to the directional
domain and then (ii) we define a novel hybrid fuzzy magnitude-directional distance that
allows us to define a variant of the DDF. It will be shown that the proposed filter is
computationally cheaper than the DDF and that it outperforms the DDF for impulsive
noise reduction in terms of objective quality measures.
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The paper is organized as follows. In section 2 the novel fuzzy metric and its use
in magnitude and direction vector comparison is described. Then, the proposed filters
are presented. Experimental results including performance comparison are shown in
section 3. Finally, conclusions are presented in section 4.

2 Novel Fuzzy Metric and Proposed Filtering

The fuzzy metric MK , introduced in [13], which we aim to use in this paper is defined
as follows. Let X be a closed real interval [a, b] and let K > |a| > 0. The function
MK : X3 ×X3 −→]0, 1] given by

MK(x,y) =
3∏

i=1

min{xi, yi}+K

max{xi, yi}+K
, (4)

where x = (x1, x2, x3) and y = (y1, y2, y3), is a stationary fuzzy metric [7,8,9] on
X3, when the t-norm · is the usual product in [0, 1]. The fuzzy metric MK presents the
particular behaviour that the given value for two distinct pairs of consecutive numbers
(or vectors) may not be the same. This effect can be smoothed by increasing the value of
the K parameter in Eq. (4). So, the value of K should be set high enough to reduce this
effect. However, if K → ∞ then MK(Fi,Fj) → 1, so very high values of K should
also be avoided. Several experiences [13,14] have shown that for a range of values in
[0, C] appropriate values of K are in the range [2C, 23C].

If we denote by F a colour image and by Fk = (Fk(1), Fk(2), Fk(3)) and Fj =
(Fj(1), Fj(2), Fj(3)) two colour image vectors at positions k and j respectively, then
MK(Fk,Fj) is a measure of the fuzzy magnitude distance between Fk and Fj , where
according to above K can be set to K = 1024 for 24-bit RGB colour images.

Now, we denote by F̂k the unitary vector associated to the colour image vector
Fk. Then, we can measure directional distance between colour vectors if we use the
MK fuzzy metric between two unitary vectors as MK′(F̂k, F̂j), where the value of K ′

should be appropriate for unitary vectors and so, it is set to K ′ = 4.
Next, in order to approach a simultaneous fuzzy magnitude-directional distance,

from a fuzzy point of view it should be appropriate to join both MK(Fi,Fj) and

(a) (b)

Fig. 1. Test Images: (a) Detail of Lenna image, (b) Detail of Brandy Rose image (Copyright photo
courtesy of Toni Lankerd)



358 S. Morillas et al.

5 10 15 20 25 30
20

21

22

23

24

25

26

27

28

29

Gaussian noise density

P
S

N
R

VMF
FMVMF
BVDF
FMVDF
DDF
FMDDF

(a)

5 10 15 20 25 30

25.5

26

26.5

27

27.5

28

28.5

29

29.5

% Impulsive noise

P
S

N
R

VMF
FMVMF
BVDF
FMVDF
DDF
FMDDF

(b)

5 10 15 20 25 30

23

24

25

26

27

28

29

30

31

Gaussian noise density

P
S

N
R

VMF
FMVMF
BVDF
FMVDF
DDF
FMDDF

(c)

5 10 15 20 25 30
27

27.5

28

28.5

29

29.5

30

30.5

31

31.5

% Impulsive noise

P
S

N
R

VMF
FMVMF
BVDF
FMVDF
DDF
FMDDF

(d)

Fig. 2. PSNR performance comparison using a detail of the Lenna image (a-b) contaminated with
different densities gaussian (a) and impulsive noise (b), and using a detail of the Brose image
(c-d) image contaminated with different densities gaussian (c) and impulsive noise (d)

MK′(F̂i, F̂j) with an appropriate t-norm. The product t-norm will be used since it is
involved in MK then, the function

MKK′ = MK(Fi,Fj) ·MK′(F̂i, F̂j), (5)

represents the fuzzy distance between the colour vectors Fi and Fj taking simultane-
ously into account both magnitude and directional criteria. Moreover, it is easy to verify
that MKK′ is a fuzzy metric, as well [18].

In the following, the vector filters that parallelize the VMF, BVDF, and DDF op-
eration but using MK , MK′ and MKK′ as distance criterion are named fuzzy metric
vector median filter (FMVMF), fuzzy metric vector directional filter (FMVDF) and
fuzzy metric directional-distance filter (FMDDF), respectively.
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(a) (b) PSNR =22.13 (c) PSNR =28.70 (d) PSNR =28.84

(e) PSNR =27.00 (f) PSNR =26.94 (g) PSNR =28.51 (h) PSNR =28.72

Fig. 3. Test Images: (a) Detail of the Lenna image, (b) Detail of the Lenna image contaminated
with 5% Impulsive noise and σ = 5 Gaussian, (c) VMF output, (d) FMVMF output, (e) BVDF
output, (f) FMVDF output, (g) DDF output, (h) FMDDF output

Notice that the main design difference between the classical VMF, BVDF and DDF
and the proposed variants is that the FMDDF is sensibly faster than the classical DDF.
This is due to the fact that the DDF needs to compute two accumulated distances, one in
magnitude and one in direction, which are combined afterwards, whereas the FMDDF
computes only one accumulation of the hybrid MKK′ fuzzy metric. In terms of the
number of computed distances we can easily see that the order of computational com-
plexity of the VMF, FMVMF, BVDF and FMVDF is O(n2) whereas for the DDF it is
O(2n2) because two accumulated distances have to be computed. However, in the case
of the proposed FMDDF and due to the usage of MKK′ , this order is also O(n2).

3 Experimental Results

The classical gaussian model for the thermal noise and the impulsive noise model for
the transmission noise, as defined in [17], have been used to assess the performance of
the proposed filters by adding noise to the details of the images in figure 1. The Peak
Signal to Noise Ratio (PSNR) objective quality measure has been used to assess the
performance of the proposed filters.

The experimental results in figures 2-4 show that the proposed filters present a better
performance than their classical versions when filtering impulsive noise and a similar
performance when dealing with gaussian noise. In general, when considering mixed
gaussian and impulsive noise, the results have shown that the proposed filters outper-
form their classical versions when the component of impulsive noise present is higher
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(a) (b) PSNR =16.82 (c) PSNR =28.24 (d) PSNR =28.50

(e) PSNR =26.58 (f) PSNR =26.93 (g) PSNR =28.00 (h) PSNR =28.45

Fig. 4. Test Images: (a) Detail of the Brandy Rose image, (b) Detail of the Brandy Rose im-
age contaminated with 15% Impulsive noise and σ = 10 Gaussian noise, (c) VMF output, (d)
FMVMF output, (e) BVDF output, (f) FMVDF output, (g) DDF output, (h) FMDDF output

than the component of gaussian noise and it is similar elsewhere. Therefore, apart from
the slight improvements achieved it should be stressed that the main improvement of
the proposed filter is the above commented reduction of computational complexity. This
approach allows to process images taking into account both magnitude and directional
differences without increasing the computational load.

The improvement regarding the impulsive noise reduction is probably due to a better
impulsive noise rejection that can be explained as follows. Notice that the value given by
the product in Eq. (4)-(5) is always lower than or equal to the lowest term in the product.
So, the lowest term is the most important one. Also, note that the presence of an impulse
will be commonly associated to the lowest term in the product which corresponds to the
highest difference between the components of the vectors. This implies that differences
due to impulses weigh the most in the measure, which results in a better impulsive noise
rejection.

4 Conclusions

In this paper, a recent fuzzy metric has been used to create variants of the classical VMF,
BVDF and DDF filters. The fuzzy metric has been used to measure fuzzy magnitude
distances, fuzzy directional distances and hybrid fuzzy magnitude-directional distances
between image vectors. Experimental results show that the proposed filters outperform
their classical versions when the impulsive noise component of the noisy images is
higher than the gaussian component. Furthermore, the proposed variant of the DDF is
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much faster (approximately the double) than its original version thanks to the usage of
the hybrid fuzzy magnitude-directional distance.
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Abstract. Texture and color are important cues in visual tasks such as
image segmentation, classification and retrieval. In this work we propose
an approach to image segmentation based on fuzzy feature distributions
of color and texture information. Fuzzy C-Means clustering with spatial
constraints is applied to the features extracted in the HSI color space.
The effectiveness of the proposed approach is evaluated on a set of arti-
ficial and natural texture images.

Keyword: Color texture segmentation, Local Fuzzy Patterns, Fuzzy
C-Means.

1 Introduction

Texture segmentation is a fundamental problem in many applications of image
analysis based on local spatial variations of intensity or color. The goal is to
partition an image into a set of regions which are uniform and homogeneous,
with respect to some texture characteristics. Although the concept of texture is
very intuitive, its definition is not definitively assessed, other than some kind of
“fuzzy” determinations, like the one suggested by Sklansky [1]: “a region in a
image has constant texture if a set of local statistics or other local properties are
constant, slowly varying, or approximately periodic”.

In this paper we propose an approach to texture segmentation based on fuzzy
information extracted from color texture images. Color is an important visual
cue and can be described in the three-dimensional HSI space (Hue, Saturation
and Intensity). In this work the distributions of fuzzy color features extracted
from the Hue and Saturation images are used to provide complementary in-
formation to the distributions of textural features extracted from the Intensity
image. More specifically for a given color image we consider its representation in
terms of Hue, Saturation and Intensity images: color information is coded using
distributions of Hue and Saturation values and texture information is coded us-
ing Local Fuzzy Patterns and Fuzzy Contrast of the intensity values. Local fuzzy
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Pattern is a fuzzified version of the Local Binary Pattern operator and it has
been introduced in [2] for gray level texture discrimination. Finally the segmen-
tation is approached as a clustering problem and the Fuzzy C-Means algorithm
is applied to the extracted information. The effectiveness of the proposed ap-
proach is evaluated on a set of artificial and natural texture images obtained
from different texture images. The peculiarity of this work is in the application
of Local Fuzzy Patterns to color images. At this aim the idea is to process sepa-
ratively color information, captured by the hue and saturation components and
luminance information captured by the intensity component. The paper is orga-
nized as follows. In the next section we present the feature extraction process.
In section 3, the segmentation process, based on the clustering of extracted
features, is presented. Section 4 presents results of the experimental session and
the conclusions.

2 Texture Feature Extraction

Given a color image we characterize the color and texture information using
the distributions of Hue and Saturation values and the distributions of Local
Fuzzy Patterns and Fuzzy Contrast, evaluated for the intensity values. In par-
ticular, an original RGB image is at first transformed into HSI color space and
divided into a grid of non-overlapping image blocks of size W ×W pixels. Suc-
cessively, color properties of each image block are extracted by computing fuzzy
histograms of hue and saturation values. Fuzzy histograms [3] are based on the
principle that any given value is uncertain, since it can be the erroneous version
of another value. Thus, a given value will contribute not only to its specific bin,
but also to the neighboring bins of the histogram. In practise, a fuzzy histogram
is obtained by convolving the classical histogram with a smoothing kernel (i.e.
triangular or Gaussian). Additionally, textural properties are extracted by com-
puting histograms of Local Fuzzy Patterns and Fuzzy Contrast as described in
the following.

Local Fuzzy Patterns

In order to capture textural properties of an image block, the histogram f
(i)
LFP

of the Local Fuzzy Patterns and the histogram f
(i)
FC of Fuzzy Contrasts are

calculated. In the following we describe a fuzzy extension of the local binary
pattern operator originally introduced in [4].

Let us consider a pixel xc and its M local neighbor pixels {xi}M
i=1. The differ-

ence di between the intensities of xc and xi, is characterized using two fuzzy sets
{N,P}, representing negative and positive differences, respectively. The mem-
bership functions characterizing these fuzzy sets are piecewise linear as in figure
1, where the parameter e controls the amount of the fuzziness. Therefore, the
neighbors of the pixel xc can be expressed in terms of membership degrees as a
set of pairs {(ni, pi)}M

i=1. These membership degrees are required to characterize
xc in terms of Local Fuzzy Patterns, as explained in the following.
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Fig. 1. Membership functions of the fuzzy sets {N, P}. The x-axis represents the
amount of difference in intensity between pixels xc and xi.

Given M neighbors of xc, there are 2M unique Local Fuzzy Patterns to eval-
uate. Each of them is denoted as a sequence (s1, . . . , sM ) of symbols {N,P},
indicating whether di is expected to be negative (si = N), or positive (si = P ).
For example, for xc with two neighbours, four fuzzy patterns should be evalu-
ated: (NN), (NP ), (PN), (PP ).

If we consider he k-th fuzzy pattern FPk = (s1, . . . , sM ), the fulfillment degree
of the pattern is calculated as:

Fk =
∏
i∈Ik

pi

∏
j∈Jk

nj , k = 1, . . . , 2M . (1)

where Ik = {i = 1, . . . ,M |sk
i = P} and Jk = {j = 1, . . . ,M |sk

j = N}. Addition-
ally, the fuzzy contrast measure FC of xc is calculated as:

FC =
M∑
i=1

xipi/

M∑
i=1

pi −
M∑
i=1

xini/

M∑
i=1

ni. (2)

For each pixel in image block b(i), every computed fuzzy pattern Fk is accumu-
lated in the k-th bin of the histogram f

(i)
LFP , and the value of fuzzy contrast is

accumulated in the histogram f
(i)
FC .

Finally, an image block b(i) is characterized as one-dimensional feature distri-
bution f (i), composed of the sequence of the calculated distributions:

f (i) = (f (i)H , f
(i)
S , f

(i)
LFP , f

(i)
FC).

3 Spatially Constrained Clustering

Fuzzy C-Means is a well known clustering method, which has been proposed by
Dunn in [5] and improved by Bezdek in [6], and it is frequently used in data
clustering problems. The Fuzzy C-Means (FCM) is a partitional method, where
each data sample is associated, with a certain membership degree, to each cluster
centers. This method has been applied to a variety of image segmentation prob-
lems such as document image segmentation [7], medical imaging [8], or remote
sensing [9].
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Fuzzy C-Means is based on the minimization of the following objective
function:

Js =
m∑

j=1

k∑
i=1

(uij)
s
d (xi, cj)

2
, 1 < s <∞, (3)

where d(x, c) is the function expressing the distance between the observation x
and the centroid c, s is the parameter determining the clustering fuzziness, m is
the number of centroids, k is the number of observations, uij is the membership
degree of the observation xi belonging to the cluster cj , calculated as following:

uij =
1

m∑
l=1

(
d(xi, cj)
d(xi, cl)

) 2
s−1

. (4)

The values of membership degrees are constrained to be positive and to satisfy∑m
j=1 uij = 1. Given the fuzzy membthe ership matrix U = [uij ] of size k ×m,

a new position of the j-th centroid is calculated as:

cj =
∑k

i=1 (uij)sxi∑k
i=1 (uij)s

. (5)

The FCM clustering is realized through an iterative approach. Given the initial
parameters of the algorithm (number of centroids m and fuzziness parameter s),
one iteration consists of computing the matrix U according to eq. (4), followed by
updating the centroids positions, as in eq. (5). The algorithm terminates after a
fixed number of iterations, or if the improvement expressed by Js is substantially
small.

Crisp data clustering can be easily obtained from the final membership matrix
U by simply assigning each observation to the cluster with the highest member-
ship degree. This may be formalized as following: a sample xi is assigned to the
cluster cj(i) , where j(i) = arg maxj(uij).

The common strategy of employing FCM for image segmentation is to divide
the image into regions (i.e. square blocks, pixels) and extract their feature vec-
tors. Successively, Fuzzy C-Means algorithm is applied to the extracted features
and a predefined number of clusters is obtained. This approach provides a seg-
mented image, in which the regions are formed from the clusters obtained in the
feature space.

It can be observed from eq. (3) that the Fuzzy C-Means does not incorporate
any spatial dependencies between the observations, which may degrade the over-
all segmentation results, because the obtained regions are likely to be disjoint,
irregular and noisy. However, in order to restrict the values of U to be spatially
smooth,it is possible to penalize the objective function in eq. (3). This penalty
should discourage spatially undesirable configurations of membership values, i.e.
high membership values surrounded by low membership values of the same clus-
ter, or by adjacent high membership values of different clusters. The following
penalized objective function was proposed in [10]:
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J ′s =
m∑

j=1

k∑
i=1

(uij)sd(xi, cj)2 + β

m∑
j=1

k∑
i=1

(uij)s
∑
l∈Ni

∑
o∈Mj

(ulo)s, (6)

where Ni denotes the spatial neighbours of xi, and Mj = {1, . . . ,m}\{j}. The
parameter β controls the spatial penalty of the objective function. In the case
of β is equal to zero, no penalty is applied, while increasing β will increase also
the spatial smoothness of the membership degrees will increase. The necessary
condition for uij , that will minimize eq. (6), is as following:

uij =

(
d(xi, cj)2 + β

∑
l∈Ni

∑
o∈Mj

us
lo

)−1/(s−1)
∑m

q=1

(
d(xi, cq)2 + β

∑
l∈Ni

∑
o∈Mq

us
lo

)−1/(s−1) (7)

This is the only change needed in the algorithm to take into account the spatial
constraints, because the penalty term in eq. (6) is not dependent on cj . Therefore,
the calculation of the centroids positions in eq. (5) remains unchanged.

Additionally, we have adopted the proposed clustering algorithm to our prob-
lem as following. Initially, each centroid is initialized to be equal to the feature
vector of a random image block. Moreover, a non-parametric pseudo-metric,
based on G-statistic [11] has been chosen as the distance function to compare
the feature distributions:

d(x, c) =
n∑

i=1

(xi log xi − xi log ci), (8)

where x is the feature distribution of an image block and c is the feature distri-
bution associated to a centroid.

4 Results and Conclusions

In order to assess the feasibility of the proposed approach, we are going to
illustrate some experimental results. In particular, natural scene images were
taken from Internet and the VisTex dataset [12], and the mosaic images were
constructed by coloring and combining different Brodatz primitive textures [13].
The images were divided into rectangular blocks of size W = 16 pixels and from
each image block a feature distribution was calculated. The fuzzy histograms
were obtained by smoothing f (i)H and f (i)S images using a triangular convolution
filter, with a window of size 10. Similarly, the value of the fuzzy parameter e of
the Local Fuzzy Patterns was set equal to 10. Moreover, to describe patterns of
each pixel, its neighborhood of M = 8 surrounding pixels was considered. As
concerning the FCM clustering, the parameter β = 0.1 was selected empirically
on the basis of the segmentation results and was constant for all the segmented
images, while the parameter s, controlling the fuzziness of FCM was set equal
to 2. In order to find the optimal number of clusters for a given image, the
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(a) (b) (c)

(d) (e) (f)

Fig. 2. Ground truth images used for generation of random mosaics: ‘checker’ (a),
‘diagonal’ (b),‘circle’ (c). Random texture mosaics (d-f) generated from the ground truth
images.

clustering process was repeated several times with varying number of centroids.
The values of the objective function were plotted against different number of
centroids, and the optimal number of clusters was found by finding points of
high curvature in the plot. Some of the segmentation results obtained in the
experimental session are presented in figure 3.

In order to quantitatively evaluate the performance of the proposed method, a
number of synthetic texture mosaic images was randomly generated on the basis
of ground truth images. This is a common technique for evaluation of segmen-
tation algorithms, because segmentation results can be easily compared with a
known ground truth. In case of natural images, it is much more time consuming
to produce the ground truth and typically it cannot be done unambiguously.
Therefore, natural images were omitted in the quantitative evaluation.

The following procedure was employed in order to obtain a synthetic mosaic
image. At first, a number of gray-scale images, were selected randomly from
Brodatz album and colored at random by changing their hue and saturation
values. Successively, the selected images were composed into a mosaic image of
size 256 × 256 pixels, according to the provided ground truth image. For each
type of the ground truth image, depicted in figure 2, a number of 20 mosaics were
generated, therefore in total 60 different images were obtained. Next, the images
were segmented and the results of segmentation were evaluated by measuring a
percentage Pc of correctly segmented pixels:

Pc =
Number of correctly segmented pixels

Number of pixels in the image
∗ 100%. (9)
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Fig. 3. Sample segmentation results obtained with our method. Input image (left) and
obtained texture regions (other subimages).

Table 1. Reported segmentation accuracy [%]

Block size Ground truth image Mean

W checker diagonal circle accuracy

8 100,00 96,23 97,62 97,95

16 100,00 93,95 94,5 96,15

32 100,00 85,27 86,86 90,71

The experimental session was repeated for three different values of block size
W . Table 1 presents the obtained segmentation accuracy, reported for different
values of W and different types ground truth images used for generation of ran-
dom mosaics. It can be noted that decreasing W results in better performance,
because smaller blocks allow for finer localization of texture boundaries. How-
ever the segmentation is more computationally intensive due to larger number of
extracted features from the blocks. The results obtained for mosaics generated
from ‘checker’ ground truth are 100% accurate, because locations of rectangular
blocks coincide with boundaries of texture.

In conclusion, the experimental session demonstrated the effectiveness of the
proposed approach for the segmentation of color texture images. We have suc-
cessfully segmented both artificial and natural texture images and the segmen-
tation results are satisfactory. The segmentation accuracy is similar to the one
reported in the literature [4], however our method lacks fine texture boundary
localization, and implementation of this step should improve the overall segmen-
tation accuracy.
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Also, it should be noted that the method can be also applied to the seg-
mentation of grey-scale images – in such case, the fuzzy histograms of hue and
saturation would not add any additional information to the texture and could
be omitted. As concerning future work, we plan to complete the segmentation
method by improving the localization of regions boundaries at the pixel level.
Additionally, the effectiveness of the method for the segmentation of noisy im-
ages should be investigated, as the fuzzy distributions that we employed should
exhibit some natural robustness against noise.
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Abstract. In this paper a flexible retrieval system of shapes present
in binary digital images is described: it allows customizing the retrieval
function to evaluate weighted criteria constraining distinct shape char-
acteristics of the objects in the images such as global features of contour
(represented by the Fourier Coefficients), contours irregularities (repre-
sented by the Multifractal Spectrum), presence of concavities-convexities
(represented by the Contour Scale Space distribution). Further also the
matching function comparing the representations of the shapes can be
tuned to define a more or less strict interpretation of similarity. The eval-
uation experiments showed that this system can be suited to different
retrieval purposes, and that generally the combination of the distinct
shape indexing criteria increases both Recall and Precision with respect
to the application of any single indexing criterion alone.

1 Introduction

In the literature, shape retrieval systems are generally designed for specific ap-
plications, and thus they adopt an indexing method and a rigid retrieval scheme
implementing a single matching function that demonstrated its effectiveness for
the specific case study in the experimentation phase [1,2,3]. In this paper we
present a model for the indexing and flexible retrieval of shapes present in bi-
nary images and a system implementing this model. The system is conceived
for a variety of applications in which it is necessary to retrieve shapes in bi-
nary images stored in the database similar to those appearing in a visual query
image.

Since we do not target a single application, we have defined the model and
designed the system by considering as main requirements its flexibility, meant
as the possibility to suit the retrieval results yielded by the system to fit distinct
user needs. Further we did not consider a semantic indexing of the shapes but
a syntactic indexing. To this end the shape retrieval system performs a Flexible
Multi Criteria Decision making activity in which the alternatives are the stored
shapes that can be only approximately represented by a set of descriptors; the
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query specifies a desired (ideal) shape together with a set of soft constraints
for the retrieval; the retrieval function estimates a degree of satisfaction of the
query constraints by each alternative based on a customizable partial matching
function that evaluates a weighted combination of distinct satisfaction degrees
of the constraints in the query.

Each soft constraint in the query specifies a twofold information: a desired
qualitative characteristic of the shape that is represented by specific values for
a set of descriptors, and a partial matching function for the computation of the
degree of satisfaction of the soft constraint. The qualitative characteristics of the
shapes we consider are:

– the number and extent of concavities and convexities on the boundary of
shapes that can be qualitatively extracted from the Contour Scale Space
distribution in the form of a vector of coefficients [4];

– the irregularity/linearity of the boundary that can be approximately related
to the multifractal spectrum of the shape [5];

– the presence on the boundary of more or less the same global features that
can be approximately described by an m-dimensional vector of Fourier Co-
efficients [6].

The partial matching functions evaluates the degrees of satisfaction of the soft
constraints for each set of descriptors that synthesize a shape characteristics;
they compute a similarity measure between the set of descriptors of each stored
shape and the query shape. The flexible retrieval function is customizable: it al-
lows a user to specify both the desired shape characteristics that must be taken
into account together with their importance, and the partial matching functions
to use so as to choose a more or less strict interpretation of similarity. One can
either choose to specify a single shape characteristic, ex. “retrieve shapes with
similar number of concavities and convexities to the query shape”: this corre-
sponds to apply a matching function evaluating a “similarity measure” between
the CSS descriptors. One can specify a weighted combination of several shape
characteristics like in the query “retrieve shapes with very similar global contour
features with high importance and similar number of concavities and convexities
with medium importance”.

The proposed model is novel for several reasons: it applies multiple indexing
techniques of the shapes; it is flexible and tunable so as to customize the retrieval
behavior to different purposes and application needs, it applies fuzzy techniques
to evaluate the similarity between sets of descriptors and soft fusion criteria; it
is open in the sense that other sets of descriptors can be added to index other
characteristics of the shapes such as the texture.

The paper is structured as follows: in the next section the main functional
components of the flexible shape retrieval system are described; in section 3 the
definition of the methods to compute the three sets of descriptors is presented.
In section 4 the flexible retrieval function is formalized. Finally the conclusion
summarizes the main achievements.
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2 The Main Functional Components of the Shape
Retrieval System

The shape retrieval system performs a Flexible Multi Criteria Decision making
activity. Its main functional components are depicted in Figure 1.

List r
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Fused List

Set of shape
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Similar number of
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Similar global 
shape features

Similar countour
irregularities

List r
Shape 

Indexing 

functions
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query shape

FFC

CSS
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Fig. 1. Schema of the functional components of the Flexible shape retrieval system

The alternatives are the objects present in binary images that have to be
identified, indexed and represented in a database. This phase has to take into
account that the characteristics of the shapes of the objects can be multiple,
and that can be synthesized only approximately by a set of descriptor. Since the
identification of the objects present in a binary image, their representation by
means of their contour coordinates, and the subsequent indexing of their shape
characteristics can be costly, these operations are performed off-line, when gen-
erating the archive of the shapes. The indexes and contour data are stored into a
PostgreSQL database extended with PostGIS for storing the spatial component.
This way, by using any GIS software compliant with the Open Gis Consortium
it is possible to easily rebuild from the stored data the objects image.

The query specifies soft constraints on the objects shapes characteristics.
These constraints should be customizable by the user to a specific purpose.
This requirement lead us to define a query as a binary image containing the de-
sired (ideal) shape together with distinct shapes characteristics, their importance
weights to express the desired influence on the retrieval results, and finally their
partial matching functions, thus requiring a more or less strict interpretation of
the soft constraints. One can then choose to perform a matching by considering
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just a single or multiple shape characteristics. The retrieval function is a flexible
multi criteria decision function performing the evaluation of the query in two
steps:

– firstly each set of descriptors associated with a desired shape characteristic
are matched against those of the ideal shape in the query, independently one
another. This phase produces several ranked lists in which each stored shape
can appear in a different position within each list according to the similarity
of its shape characteristic with respect to those of the query shape.

– Secondly, these ranked lists are fused into an overall ranked list by taking
into account the positions of the shapes within each list and the importance
weights of the lists, i.e., of the shape characteristics, specified by the user.

This method is independent from the kind and the number of shape charac-
teristics used to represent the object. In the implemented system three kinds
of shape characteristics have been considered to index the shapes: the presence
of concavities and convexities on the contour, the irregularity/linearity of the
contour and finally the overall shape features of the contour. These qualitative
characteristics are represented by three vectors of positive real values computed
at indexing time for the stored objects, and at retrieval time for the query object
respectively. In the following section the indexing functions computing the shape
descriptors are described.

3 Indexing Function of the Shape Characteristics

The number and extent of concavities and convexities on the boundary of the
objects are represented by the Contour Scale Space distribution (CSS) [4]; from
the CSS distribution (see Figure 2, left panel) a n-dimension vector of real values
is computed in which the i-th element is the number of concavities/convexities
with a curvature radius greater than σi. The CSS distribution is computed in a
number of recursive steps by considering the vector representation of an objects
contour through the coordinates of its pixels; an evolved contour is computed
at each step by convolving the input contour with a Gaussian function with in-
creasing standard deviation so as to generate a smoother contour at each step.
From this CSS distributions the maxima above a noise threshold are selected
to represent the concavities and convexities of the shape. This way we loose
the relative position information on each concavity and convexity but achieve
invariance with respect to the rotation of the object. Invariance with respect
to scaling is achieved by normalizing the picks with respect to the number of
contour pixels. The vector elements are in decreasing order of extent of the con-
cavities/convexities. So the first m elements correspond with the first m greatest
concavities/convexities.

The irregularity/linearity of the contour of an object is represented by the
Multi-Fractal Spectrum (MFS) [5]. The MFS is computed based on the box-
counting algorithm and consists in computing the fractal dimensions of the
contour of an object by taking into account its variation in smooth parts and
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Fig. 2. (left panel) CSS distribution, the maximum corresponds to the concavities and
convexities. (right panel) Multifractal Spectrum of a squared object.

irregular parts. In Figure 2 (right panel) the MFS of a square object is shown.
For q=0 we have the fractal dimension. It can be seen that in this case the MSF
is stationary at tends to the topological dimension of the square. The MFS is
a texture descriptor of the contour of the object; we compute a 10 dimensional
vector with q varying in [-5, 5].

The global shape features of a contour of an object are approximately de-
scribed by the vector of Fourier Coefficients (FFC) [6]. To compute the FFC
we represent the contour of an object by the discrete distance function of each
contour point from the centroid of the object and apply to this function the
Fast Fourier Transform. To achieve invariance with respect to rotation we con-
sider only the module of the Fourier coefficients and to achieve invariance with
respect to scaling we normalize the coefficient with respect to the continuous
component. Since we are interested in achieving an approximate representation
of the main shape features of the objects we only store in the database the first m
coefficients, since the first ones are the most relevant in representing the shape.

4 Flexible Retrieval Function Definition

4.1 Partial Matching Functions of Sets of Descriptors

In order to provide flexibility we defined the partial matching function so as to
compute a fuzzy similarity measure defined as [7]:

Sg =
∑N

i=1 Si(Qi,Mi)
N

with

⎧⎪⎨
⎪⎩

1− di(Q,M)
max(Qi,Mi)

if Qi ∧Mi �= 0

1− di(Q,M)
N if Qi ∨Mi = 0

1 if Qi ∧Mi = 0
(1)

in which Q = [Q1, Q2, . . . , Qm] is the query vector and M = [M1,M2, . . . ,Mm]
the object vector representing the same shape characteristic and di(Q,M) is the
difference between the i-th elements in the two vectors Q and M . N can be spec-
ified by the user at retrieval time and thus influences the interpretation of the
partial matching allowing to consider all the vector elements (when N = M) or
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just the first N . The more N approaches M the more the interpretation of simi-
larity is strict since we consider all the information in the database. By selecting
small N values in the FFC and in CSS vectors we disregard the less important
shape descriptors, those characterizing the shape with greatest accuracy. As far
as the MFS vector is concerned, we consider the N closest values to the central
element of MFS.

4.2 Fusion of Ranked Lists

The overall fusion function allows to combine the ranked lists produced by
the partial matching functions by taking into account their distinct importance
weights. It works on the ranks of the objects in each list (ri,j ∈ N is the rank
of the i-th retrieved object in the j-th list, with j = 1, . . . , L, corresponding to
the j-th shape characteristics). Given that wj is the importance weight of the j
characteristics the ranks fusion function is defined as:

Si
g =

L∑
j=1

si
g,j =

L∑
j=1

wj
1

√
ri,j

(2)

When several objects from position a to b in the same ranked list j correspond
to the same partial similarity degree computed at the previous step by Formula
(1) we associate a si

g,j global similarity degree computed as:

si
g,j =

(
1

b− a+ 1

) b∑
k=a

wj
1√
k

(3)

The overall similarity degree is used to rank the retrieved object shapes.

Fourier

Multifractal
Spectrum

Fig. 3. Ranked leaves on the basis of FFC (above) and MFS (below): in dark grey the
leaves with irregular contour and in light grey the leaves with smooth contour. On the
left the query shape.

5 Experiment

We conducted the evaluations of the system [8] on two collections: a benchmark
collection of 1100 shapes of marine creatures provided by the Center for Vision
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and Signal processing of Surrey University (UK), and a collection of leaves with
distinct shapes and irregularity of the contour, some of them artificially gener-
ated so as to emphasize the irregularity of the contour to test the effect of the
different sets of descriptors. Figure 3 reports the first eight ranked leaves (from
left to right) by using only the FFC and the MFS respectively given the query at
the left: it can be observed that with MFS we retrieve the leaves with decreasing
irregularity of the contour, while with the FFC the ranking reflects a similarity
of global shape features.

Fig. 4. Ranked shapes from top left to bottom right given the query at the top left (in
light grey the shapes belonging to a wrong category)

We visually classified the marine creature into five classes according to the
similarity of their shapes. We then submitted five queries by taking a fish from
each category and performing the retrieval first on the basis of each single set of
descriptors (FFC, CSS, MFS) and then by considering all the descriptors with
the same weight, and with distinct weights emphasizing some evident character-
istics of the ideal shapes (in Figure 4 we show the ranked list of shapes given
the first top left shape as query and a retrieval function that takes into account
all the indexing criteria with equal importance). It can be seen how only 6 out
of 50 shapes belong to a different category than the query category, and the
first wrong element is in 28th position. In Figure 5 we report the average R-P
(Recall-Precision) graph for each applied retrieval function: it can be seen how
the single indexing criteria produce worse results than by considering all the
criteria with either same weight or best weights.

6 Conclusion

The system is conceived for variety of applications in which it is necessary to store
in the database shapes present in binary images and to retrieve shapes similar to
those appearing in a visual query image. The novelty of our approach is the use of
multiple indexing criteria of the shapes characteristics and the possibility to flexi-
bly customize the retrieval function to a specific purpose, emphasizing the role of
specific indexes, and allowing the tuning of the interpretation of the matching.
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Fig. 5. Average Recall-Precision graphs by applying distinct retrieval functions
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Abstract. Brain MR Images corrupted by RF-Inhomogeneity exhibit
brightness variations in such a way that a standard Fuzzy C-Means (fcm)
segmentation algorithm fails. As a consequence, modified versions of the
algorithm can be found in literature, which take into account the artifact.
In this work we show that the application of a suitable pre-processing
algorithm, already presented by the authors, followed by a standard fcm
segmentation achieves good results also. The experimental results ones
are compared with those obtained using SPM5, which can be considered
the state of the art algorithm oriented to brain segmentation and bias
removal.

1 Introduction

The RF-Inhomogeneity is an artifact which corrupts Magnetic Resonance Im-
ages in such a way that the brightness changes overall in the image. Such cor-
rupted data aren’t suited to a segmentation process without a pre-processing
step. Some works [7][13][14] use a fuzzy based segmentation and modify the
Bezek’s objective function to take into account the artifact during the iteration,
but they depend both on the right choice of some parameters and the start-
ing values of the cluster centroids. Moreover, in [10] the use of Fuzzy K-means
algorithm to obtain these values is suggested. In literature some works to sup-
press the RF-Inhomogeneity, also called bias artifact, are based on homomorphic
filter[9][6][11]. The approach proposed in our paper moves from [1] where a ho-
momorphic based method is presented. It makes use of Fuzzy C-means (fcm)
algorithm to avoid the over-illumination artifact introduced by the filter along
the boundaries, especially when it is applied on a T1-weighted image. Instead
of a modified segmentation algorithm, a classic approach consisting in apply-
ing E2D−HUM as preprocessing as bias removal pre-processing followed by a
standard Fuzzy C-means segmentation is presented and the results are compared
with SPM5[17]. In particular, we use a bias removal approach called Exponential
Entropy Driven Homomorphic Unsharp Masking (E2D−HUM) which has been
already presented by the authors in a previous work [1].The rest of the paper is
arranged as follows. In section 2 some details are given about the E2D−HUM
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pre-processing scheme. Section 3 deals with the use of fcm to suppress the over-
illumination artifact deriving from the homomorphic filtering. Section 4 explains
the segmentation scheme we used, and in section 5 the experimental results are
reported. Finally, in section 6 there are some conclusions.

2 E2D − HUM Pre-processing

A medical image is often composed by a dark background and a light gray fore-
ground. The presence of a strong edge between these two zones causes the arising
of an over-illumination, called halo artifact, when a homomorphic filter is applied
to the image. Guillemaud [8] proposed a homomorphic filtering scheme to com-
pensate this over-illumination located on the boundaries using a binary image to
identify the Region of Interest (ROI ) which bounds the foreground. This approach
can be followed because there isn’t any useful information in the background: it
contains only noise. In the left part of Fig.1 the filter scheme is shown.

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
0

2

4

6

8

10

12

Butterworth cutoff frequency

entropy
model

Fig. 1. Left:Guillemaud scheme. Right: Bias local entropy curve and its estimated
model. The point of the curve indicates the end of the transient phase whose abscissa
corresponds to the desired cutoff frequency.

There is no trace in literature about the choice of the cutoff frequency, but
this parameter is very important because it controls the filter. If it is too low no
effect is visible on the restored image, while for high values a strong contrast loss
can be noticed. A previous work from the authors [1] the E2D − HUM algo-
rithm has been presented. The artifact is mainly located in the lower harmonics
so a part of them has to be subtracted from the image spectrum to perform
the restoration. These harmonics form the Bias image, which is a slow varying
one: it doesn’t contain details and the image morphology isn’t involved. This
harmonics transferring can be regarded as an information migration so that the
information content in the Bias image grows according to an increment of the
cutoff frequency. The information contained in the Bias image can be measured
using the Shannon’s Entropy which is computed only on the foreground. Plot-
ting the entropy amount vs. the Butterworth cutoff frequency diagram, a curve is
obtained, which is an increasing monotonic function with an exponential profile.
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This behavior has been approximated by the capacitor charge mathematical
model and the cutoff frequency has been selected at the end of the transient
phase, as depicted in the right part of Fig. 1. For more details we remaind to [1].

3 Preventing the Halo Artifact Using Fuzzy C-Means

In section 2 we introduced the Guillemaud filter [8] to avoid the halo artifact
between foreground and background but it is also produced by dark tissue in the

a) c) e) g))

b) d) f) h)

a’) c’) e’) g’)

b’) d’) f’) h’)

Fig. 2. Real T1-weighted image of the brain (up: dataset-1; down: dataset-2). For each
group-Up:a)a’)original images and b)b’) their histogram equalization; c)c’) restored
images and d)d’) their histogram equalization using Guillemaud ROI g)g’); e)e’) the
restored ones and f)f’) their histogram equalization obtained using the masks h)h’).
The dark boxes in figs d)d’) indicate the halo.
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foreground produces also the halo artifact on the surrounding tissues. Using the
Guillemaud ROI shown in Fig.2g)g’), the halo arises as depicted in Fig.2d)d’).
This is a particularly important problem in T1-weighted images, where the cere-
brospinal fluid of the brain is located inside the ventricular system in the center
position. As a consequence, a more careful image segmentation is required and
we apply the same technique illustrated in [1]. The key idea consists in perform-
ing a fcm segmentation using 3 clusters (corresponding to dark, medium and
light gray level) after the application of the filter with the Guillemaud ROI, so
that strong shaded parts are restored. The darkest tissue, which corresponds to
the cluster with the lowest centroid, is deleted from the Guillemaud ROI obtain-
ing the masks shown in Figs.2h)h’). The filtering performed with this new ROI
is shown in Figs.2f)f’), where the halos have disappeared. The experimentation
has been performed on real images whose radiological parameters are shown in
Table-2.

4 Image Segmentation

So far, fcm has been performed to avoid halos on the tissues produced by the
filtering. Only gray levels in the ROI have been considered, because the back-
ground contains noise. Only the gray levels of the brain tissues are involved

a) b) c) d) e)

f) g) h) i) j) k)

Fig. 3. Segmentation of slice 98 from T1-weighted Brainweb dataset with 70% of RF-
Inhomogeneity. a) original corrupted image and b) its crisp representation after the
application of Fuzzy C-Means. c)d)e) and i)j)k) are the spatial distributions of the
clusters respectively for the Fuzzy C-Means after the application of E2D − HUM
and SPM5 segmentation. f)g)h) are the labelled tissues which are also provided by
Brainweb.
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Fig. 4. Segmentation on real data. Fuzzy C-means segmentation on original image
(first row) and after pre-processing (second row), the SPM5 results (third row). Here
the spatial distribution of the each cluster is used instead of a crisp representation.

into the process and the algorithm speed is increased. The brain extraction can
be performed using Brain Extraction Tool (BET) [5], already implemented in
MRIcro [3]. A crucial task is the number of the clusters which. Usually the same
number of clusters is chosen as the encephalic tissues: white matter, gray matter
and cerebrospinal fluid. Using the proposed pre-processing, and a noise filter like
the anisotropic diffusion filter [4] we obtain satisfactory results. Some results are
shown in Fig. 3, which shows the slice n. 98 in a Brainweb simulated volume,
and in Fig. 4 where a real slice is reported. The output of our implementation is
the spatial distribution of the membership values of each cluster, whose values
range in the interval ]0,1[. No limitation have been encountered as regards real
data. Good segmentation has been obtained also from strongly corrupted slices
(see Fig.4).

5 Results Evaluation and Measures

We performed E2D − HUM followed by fcm both on simulated T1-weighted
images with 70% of RF-Inhomogeneity corruption provided by Brainweb [15][16]
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and real data. Once a slice has been extracted from the volume of Brainweb, it
has been stored as raw data and converted into Analyze format using MRIcro [3]
to be processed by SPM5 [17]. The segmentation using SPM5 fails both on real
(Figs. 4-3rd row) and simulated data (Figs.3c)3d)3e)), while using our method
the results are quite good (see Fig.3i)3j)3k) and Fig.4-2nd row). Brainweb pro-
vides also labelled tissues shown in Fig.3f3)g)3h) so that a visual comparison
with a corrected segmentation can be performed. In order to provide an objec-
tive measure of the image segmentation, we introduce a segmentation index Si

defined as follows:

Si =
Ae −Ar

Ar

where Ae is the area of the cluster spatial distribution; the same for Ar where
it is computed on labelled tissues mentioned before. Si measures the amount
in pixels of the relative difference between the areas of the ”true” segmented
region (labelled in BrainWeb) and the one estimated by our algorithm. A positive
value of Si indicates an overestimation of the tissue, a negative value indicates an
underestimation of the tissue and the zero value indicates a perfect identification
of the cluster. Such a measure can be performed only on simulated data because
we don’t posses a handmade segmentation of the slices.The results in the table
of figure 3 show that our approach is better in tissues estimation with respect
to SPM5. The estimation error is bounded under the 10%. Similar numerical
results have been obtained for all the slices in the BrainWeb simulated data
set.

6 Conclusions

SPM5 doesn’t use only raw image data in the file. It requires also spatial infor-
mation: it is a strictly radiological tool, rather than an image processing method.
SPM5 has an internal model so that a process consisting in a combination of reg-
istration, segmentation and RF-Inhomogeneity correction trying to find a best
matching of the given volume with the internal atlas/model. This atlas is the
result of a co-registration of statistical study performed on many subjects and
provides a spatial estimation of the encephalic tissues. The presented segmen-
tation scheme, which makes use of E2D −HUM and fcm doesn’t require such
sophisticated input information and provides results that are comparable with
the literature state of the art.

Acknowledgements

Particular thanks to Ernesto Basilico, eng.; Mr. Filippo Longo; Maria Pia Pap-
palardo,Md. and all the staff of Palermo’s Ospedale Civico.



384 E. Ardizzone, R. Pirrone, and O. Gambino

References

1. Ardizzone, E., Pirrone, R., Gambino, O.: Exponential Entropy Driven HUM on
Knee MR Images. In: Proc. of IEEE XXVII Engineering in Medicine and Biology
Conference - 4/7 September 2005, Shanghat,China (2005)

2. Nelder, J.A., Mead, R.: A Simplex Method for Function Minimization. Comput.
J. 7, 308–313 (1965)

3. http://www.sph.sc.edu/comd/rorden/mricro.html
4. Perona, P., Malik, J.: Scale-Space and Edge Detection Using Anisotropic Diffusion.

IEEE Trans. on Pattern Analysis and Machine Intelligence 12(7), 629–639 (1990)
5. Smith, S.M.: Fast robust automated brain extraction. Human Brain Mapping 17(3),

143–155 (2002)
6. Johnston, B., Atkins, M.S., Mackiewich, B., Member, Anderson, M.: Segmenta-

tion of Multide Sclerosis Lesions in Intensity Corrected Multispectral MRI. IEEE
Transaction On Medical Imaging 15(2) (April 1996)

7. Ahmed, M.N, Yamany, S.M., Mohamed, N.: A Modified Fuzzy C-Means Algorithm
for Bias Field Estimation and Segmentation of MRI Data. IEEE Transactions on
Medical Imaging 21, 193–199 (2002)

8. Guillemaud, R.: Uniformity Correction with Homomorphic filtering on Region of
Interest. In: IEEE International Conference on Image Processing. vol. 2, pp. 872–
875 (1998)

9. Axel, L., Costantini, J., Listerud, J.: Intensity Correction in Surface Coil MR Imag-
ing. American Journal on Roentgenology 148, 418–420 (1987)

10. Jiang, L., Yang, W.: A Modified Fuzzy C-Means Algorithm for Segmentation of
Magnetic Resonance Images. In: Sun, C., Talbot, H., Ourselin, S., Editions, A.T.
(eds.) Proc. VIIth Digital Image Computing: Techniques and Applications, pp.
225–231 (2003)

11. Brinkmann, B.H., Manduca, A., Robb, R.A.: Optimized Homomorphic Unsharp
Masking for MR Greyscale Inhomogeneity Correction. IEEE Transactions on Med-
ical Imaging. 17, 161–171 (1998)

12. Likar, B., Viergever, M.A., Pernus, F.: Retrospective Correction of MR Intensity
Inhomogeneity by Information Minimization. IEEE Transactions on Medical Imag-
ing 20, 1398–1410 (2001)

13. Pham, D.L., Prince, J.L.: Adaptive Fuzzy Segmentation of Magnetic Resonance
Images. IEEE Transactions on Medical Imaging 18(9), 737–752 (1999)

14. Pham, D.L., Prince, J.L.: An Adaptive Fuzzy C-Means Algorithm for Image Seg-
mentation in the Presence of Intensity Inhomogeneities. Pattern Recognition Let-
ters 20(1), 57–68 (1999)

15. Kwan, R.K.S., Evans, A.C., Pike, G.B.: MRI simulation-based evaluation of
image-processing and classification methods. IEEE Transactions on Medical Imag-
ing. 18(11), 1085–1097 (1999)

16. Kwan, R.K.S., Evans, A.C., Pike, G.B.: An Extensible MRI Simulator for Post-
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Abstract. Bipolarity has not been much exploited in the spatial domain
yet, although it has many features to manage imprecise and incomplete
information that could be interesting in this domain. This paper is a
first step to address this issue, and we propose to define mathematical
morphology operations on bipolar fuzzy sets (or equivalently interval
valued fuzzy sets or intuitionistic fuzzy sets).

1 Introduction

In many domains, it is important to be able to deal with bipolar information [1].
Positive information represents what is granted to be possible (for instance be-
cause it has already been observed or experienced), while negative information
represents what is impossible (or forbidden, or surely false). This view is sup-
ported by studies in cognitive psychology (e.g. [2]), which show that two inde-
pendent types of information (positive and negative) are processed separately in
the brain. The intersection of the positive information and the negative informa-
tion has to be empty in order to achieve consistency of the representation, and
their union does not necessarily covers the whole underlying space (i.e. there is
no direct duality between both types of information).

This domain has recently motivated work in several directions. In particu-
lar, fuzzy and possibilistic formalisms for bipolar information have been pro-
posed [1]. Interestingly enough, they are directly linked to intuitionistic fuzzy
sets [3], interval-valued fuzzy sets [4] and vague sets, as shown e.g. in [5,6].

When dealing with spatial information, in image processing or for spatial
reasoning applications, this bipolarity also occurs. For instance, when assessing
the position of an object in space, we may have positive information expressed
as a set of possible places, and negative information expressed as a set of im-
possible places (for instance because they are occupied by other objects). As
another example, let us consider spatial relations. Human beings consider “left”
and “right” as opposite relations. But this does not mean that one of them is
the negation of the other one. The semantics of “opposite” captures a notion of
symmetry rather than a strict complementation. In particular, there may be po-
sitions which are considered neither to the right nor to the left of some reference
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object, thus leaving room for some indetermination [7]. This corresponds to the
idea that the union of positive and negative information does not cover all the
space.

To our knowledge, bipolarity has not been much exploited in the spatial do-
main. The above considerations are the motivation for the present work, which
aims at filling this gap by proposing formal models to manage spatial bipolar
information. Additionally, imprecision has to be included, since it is an impor-
tant feature of spatial information, related either to the objects themselves or to
the spatial relations between them. More specifically, we consider bipolar fuzzy
sets, and propose definitions of mathematical morphology operators (dilation
and erosion) on these representations. To our knowledge, this is a completely
new contribution in the domain of bipolar fuzzy sets.

In Section 2, we recall some definitions on bipolar fuzzy sets. Then we in-
troduce definitions of algebraic dilations and erosions of bipolar fuzzy sets in
Section 3. In the spatial domain, specific forms of these operators, involving a
structuring element, are particularly interesting [8]. They are called morpho-
logical dilation and erosion. Morphological erosion is then defined in Section 4.
Two forms of morphological dilations are proposed in Section 5, either based on
duality or on adjunction. Properties are given in Section 6.

2 Preliminaries

Let S be the underlying space (the spatial domain for spatial information pro-
cessing). A bipolar fuzzy set on S is defined by a pair of functions (μ, ν) such
that ∀x ∈ S, μ(x) + ν(x) ≤ 1. Note that a bipolar fuzzy set is equivalent to an
intuitionistic fuzzy set [3], as shown in [5]. It is also equivalent to an interval-
valued fuzzy set [4], where the interval at each point x is [μ(x), 1 − ν(x)] [5].
Although there has been a lot of discussion about terminology in this domain
recently [5,9], we use the bipolarity terminology in this paper, for its appropriate
semantics, as explained in our motivation. For each point x, μ(x) defines the
degree to which x belongs to the bipolar fuzzy set (positive information) and
ν(x) the non-membership degree (negative information). This formalism allows
representing both bipolarity and fuzziness.

Let us consider the set of pairs of numbers (a, b) in [0, 1] such that a+ b ≤ 1.
This set is a complete lattice, for the partial order defined as [10]:

(a1, b1) � (a2, b2) iff a1 ≤ a2 and b1 ≥ b2. (1)

The greatest element is (1, 0) and the smallest element is (0, 1). The supremum
and infimum are respectively defined as:

(a1, b1) ∨ (a2, b2) = (max(a1, a2),min(b1, b2)), (2)

(a1, b1) ∧ (a2, b2) = (min(a1, a2),max(b1, b2)). (3)
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The partial order � induces a partial order on the set of bipolar fuzzy sets:

(μ1, ν1) � (μ2, ν2) iff ∀x ∈ S, μ1(x) ≤ μ2(x) and ν1(x) ≥ ν2(x). (4)

Note that this corresponds to the inclusion on intuitionistic fuzzy sets defined
in [3]. Similarly the supremum and the infimum are equivalent to the intuition-
istic union and intersection.

It follows that, if B denotes the set of bipolar fuzzy sets on S, (B,�) is a
complete lattice.

3 Algebraic Dilation and Erosion of Bipolar Fuzzy Sets

Once we have a complete lattice, it is easy to define algebraic dilations and
erosions on this lattice.

Definition 1. A dilation is an operator δ from B into B that commutes with
the supremum:

δ((μ, ν) ∨ (μ′, ν′)) = δ((μ, ν)) ∨ δ((μ′, ν′)). (5)

An erosion is an operator ε from B into B that commutes with the infimum:

ε((μ, ν) ∧ (μ′, ν′)) = ε((μ, ν)) ∧ ε((μ′, ν′)). (6)

The following result is useful for proving the next results.

Lemma 1

(μ, ν) � (μ′, ν′)⇔
{

(μ, ν) ∨ (μ′, ν′) = (μ′, ν′)
(μ, ν) ∧ (μ′, ν′) = (μ, ν) (7)

The following results are directly derived from the properties of complete lat-
tices [11].

Proposition 1. The following results hold:

– δ and ε are increasing operators;
– δ((0, 1)) = (0, 1);
– ε((1, 0)) = (1, 0);
– by denoting (μx, νx) the canonical bipolar fuzzy set associated with (μ, ν) and
x such that (μx, νx)(x) = (μ(x), ν(x)) and ∀y ∈ S \ {x}, (μx, νx)(y) = (0, 1),
we have (μ, ν) =

∨
x(μx, νx) and δ((μ, ν)) =

∨
x δ((μx, νx)).

The last result leads to morphological operators in case δ((μx, νx)) has the same
“shape” everywhere (and is then a bipolar fuzzy structuring element).

Definition 2. A pair of operators (ε, δ) defines an adjunction on (B,�) iff:

∀(μ, ν) ∈ B, ∀(μ′, ν′) ∈ B, δ((μ, ν)) � (μ′, ν′) ⇔ (μ, ν) � ε((μ′, ν′)) (8)
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Again we can derive a series of results from the properties of complete lattices
and adjunctions.

Proposition 2. If a pair of operators (ε, δ) defines an adjunction, then the
following results hold:

– δ is a dilation and ε is an erosion, in the sense of Definition 1;
– δε � Id, where Id denotes the identity mapping on B;
– Id � εδ;
– δεδε = δε and εδεδ = εδ, i.e. the composition of a dilation and an erosion

are idempotent operators.

The following representation result also holds.

Proposition 3. If ε is an increasing operator, it is an algebraic erosion if and
only if there exists δ such that (ε, δ) is an adjunction. The operator δ is then an
algebraic dilation and can be expressed as:

δ((μ, ν)) = inf{(μ′, ν′) ∈ B, (μ, ν) � ε((μ′, ν′))}. (9)

A similar representation result holds for erosion.

4 Morphological Erosion of Bipolar Fuzzy Sets

We now assume that S is an affine space (or at least a space on which translations
can be defined). The general principle underlying morphological erosions is to
translate the structuring element at every position in space and check if this
translated structuring element is included in the original set [8]. This principle
has also been used in the main extensions of mathematical morphology to fuzzy
sets [12,13,14,15,16]. Similarly, defining morphological erosions of bipolar fuzzy
sets, using bipolar fuzzy structuring elements, requires to define a degree of
inclusion between bipolar fuzzy sets. Such inclusion degrees have been proposed
in the context of intuitionistic fuzzy sets in [17]. With our notations, a degree
of inclusion of a bipolar fuzzy set (μ′, ν′) in another bipolar fuzzy set (μ, ν) is
defined as:

inf
x∈S

I((μ′(x), ν′(x)), (μ(x), ν(x))) (10)

where I is an implication operator. Two types of implication are used in [17,18],
one derived from an intuitionistic (or bipolar) t-conorm ⊥, and one derived from
a residuation principle from an intuitionistic t-norm �:

IN ((a1, b1), (a2, b2)) = ⊥((b1, a1), (a2, b2)), (11)

IR((a1, b1), (a2, b2)) = sup{(a3, b3),�((a1, b1), (a3, b3)) � (a2, b2)} (12)

where (ai, bi) are numbers in [0, 1] such that ai + bi ≤ 1 and (bi, ai) is the
standard negation of (ai, bi).

Two types of t-norms and t-conorms are considered in [17] and will be con-
sidered here as well:
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1. operators called t-representable t-norms and t-conorms, which can be ex-
pressed using usual t-norms t and t-conorms T :

�((a1, b1), (a2, b2)) = (t(a1, a2), T (b1, b2)), (13)

⊥((a1, b1), (a2, b2)) = (T (a1, a2), t(b1, b2)). (14)

2. Lukasiewicz operators, which are not t-representable:

�W ((a1, b1), (a2, b2)) = (max(0, a1+a2−1),min(1, b1+1−a2, b2+1−a1)), (15)

⊥W ((a1, b1), (a2, b2)) = (min(1, a1+1− b2, a2+1− b1),max(0, b1+ b2−1)). (16)

The two types of implication coincide for the Lukasiewicz operators, as shown
in [10].

Based on these concepts, we can now propose a definition for morphological
erosion.

Definition 3. Let (μB, νB) be a bipolar fuzzy structuring element (in B). The
erosion of any (μ, ν) in B by (μB , νB) is defined from an implication I as:

∀x ∈ S, ε(μB ,νB)((μ, ν))(x) = inf
y∈S

I((μB(y − x), νB(y − x)), (μ(y), ν(y))). (17)

5 Morphological Dilation of Bipolar Fuzzy Sets

Dilation can be defined based on a duality principle or based on the adjunction
property. Both approaches have been developed in the case of fuzzy sets, and the
links between them and the conditions for their equivalence have been proved
in [19]. Similarly we consider both approaches to define morphological dilation
on B.

Dilation by duality. The duality principle states that the dilation is equal to the
complementation of the erosion, by the same structuring element, applied to the
complementation of the original set. Applying this principle to the bipolar fuzzy
sets using a complementation c (typically the standard negation c((a, b)) = (b, a))
leads to the following definition of morphological bipolar dilation.

Definition 4. Let (μB, νB) be a bipolar fuzzy structuring element. The dilation
of any (μ, ν) in B by (μB, νB) is defined from erosion by duality as:

δ(μB ,νB)((μ, ν)) = c[ε(μB ,νB)(c((μ, ν)))]. (18)

Dilation by adjunction. Let us now consider the adjunction principle, as in the
general algebraic case. An adjunction property can also be expressed between a
bipolar t-norm and the corresponding residual implication as follows:

�((a1, b1), (a3, b3)) � (a2, b2)⇔ (a3, b3) � I((a1, b1), (a2, b2)) (19)

with I((a1, b1), (a2, b2)) = sup{(α, β), α + β ≤ 1,�((a1, b1), (α, β)) � (a2, b2)}.
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Definition 5. Using a residual implication for the erosion for a bipolar t-norm
�, the bipolar fuzzy dilation, adjoint of the erosion, is defined as:

δ(μB ,νB)((μ, ν))(x) = inf{(μ′, ν′)(x), (μ, ν)(x) � ε(μB ,νB)((μ
′, ν′))(x)}

= sup
y∈S

�((μB(x− y), νB(x− y)), (μ(y), ν(y))). (20)

Links between both approaches. It is easy to show that the bipolar Lukasiewicz
operators are adjoint, according to Equation 19. It has been shown in [17] that
the adjoint operators are all derived from the Lukasiewicz operator, using a
continuous bijective permutation on [0, 1]. Hence equivalence between both ap-
proaches can be achieved only for this class of operators.

6 Properties and Interpretation

Proposition 4. All definitions are consistent: they actually provide bipolar
fuzzy sets of B.

Let us first consider the implication defined from a t-representable bipolar t-
conorm. Then the erosion writes:

ε(μB ,νB)((μ, ν))(x) = inf
y∈S

⊥((νB(y − x), μB(y − x)), (μ(y), ν(y)))

= inf
y∈S

(T ((νB(y − x), μ(y)), t(μB(y − x), ν(y)))

= ( inf
y∈S

T ((νB(y − x), μ(y)), sup
y∈S

t(μB(y − x), ν(y))). (21)

This resulting bipolar fuzzy set has a membership function which is exactly the
fuzzy erosion of μ by the fuzzy structuring element 1 − νB, according to the
definitions of [12]. The non-membership function is exactly the dilation of the
fuzzy set ν by the fuzzy structuring element μB.

Let us now consider the derived dilation, based on the duality principle. Using
the standard negation, it writes:

δ(μB ,νB)((μ, ν))(x) = (sup
y∈S

t(μB(x − y), μ(y)), inf
y∈S

T ((νB(x− y), ν(y))). (22)

The first term (membership function) is exactly the fuzzy dilation of μ by μB,
while the second one (non-membership function) is the fuzzy erosion of ν by
1− νB, according to the definitions of [12].

This observation has a nice interpretation. Let (μ, ν) represent a spatial bipo-
lar fuzzy set, where μ is a positive information for the location of an object for
instance, and ν a negative information for this location. A bipolar structuring
element can represent additional imprecision on the location, or additional pos-
sible locations. Dilating (μ, ν) by this bipolar structuring element amounts to
dilate μ by μB, i.e. the positive region is extended by an amount represented by
the positive information encoded in the structuring element. On the contrary,
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the negative information is eroded by the complement of the negative informa-
tion encoded in the structuring element. This corresponds well to what would be
intuitively expected in such situations. A similar interpretation can be provided
for the bipolar fuzzy erosion.

From these expressions it is easy to prove the following result.

Proposition 5. In case the bipolar fuzzy sets are usual fuzzy sets (i.e. ν = 1−μ
and νB = 1− μB), the definitions lead to the usual definitions of fuzzy dilations
and erosions. Hence they are also compatible with classical morphology in case
μ and μB are crisp.

Let us now consider the implication derived from the Lukasiewicz bipolar oper-
ators (Equations 15 and 16). The erosion and dilation write:

∀x ∈ S , ε(μB ,νB)((μ, ν))(x) =

inf
y∈S

(min(1, μ(y)+1−μB(y −x), νB(y −x)+1−ν(y)), max(0, ν(y)+μB(y −x)−1)) =

( inf
y∈S

min(1, μ(y)+1−μB(y−x), νB(y−x)+1−ν(y)),sup
y∈S

max(0, ν(y)+μB(y−x)−1)),

(23)

∀x ∈ S , δ(μB ,νB)((μ, ν))(x) =

(sup
y∈S

max(0, μ(y)+μB(x−y)−1), inf
y∈S

min(1, ν(y)+1−μB(x−y), νB(x−y)+1−μ(y)).

(24)

Proposition 6. If the bipolar fuzzy sets are usual fuzzy sets (i.e. ν = 1−μ and
νB = 1−μB), the definitions based on the Lukasiewicz operators are equivalent to
the fuzzy erosion defined as in [12] by the infimum of a t-conorm for the classical
Lukasiewicz t-conorm, and to the fuzzy dilation defined by the supremum of a
t-norm for the classical Lukasiewicz t-norm, respectively.

Proposition 7. The proposed definitions of bipolar fuzzy dilations and erosions
commute respectively with the supremum and the infinum of the lattice (B,�).

Proposition 8. The bipolar fuzzy dilation is extensive (i.e. (μ, ν) �
δ(μB ,νB)((μ, ν))) and the bipolar fuzzy erosion is anti-extensive (i.e.
ε(μB ,νB)((μ, ν)) � (μ, ν)) if and only if (μB , νB)(0) = (1, 0), where 0 is the ori-
gin of the space S (i.e. the origin completely belongs to the structuring element,
without any indetermination).

Note that this condition is equivalent to the conditions on the structuring ele-
ment found in classical and fuzzy morphology to have extensive dilations and
anti-extensive erosions [8,12].

Proposition 9. If the dilation if defined from a t-representable t-norm, the fol-
lowing iterativity property holds:

δ(μB ,νB)(δ(μ′
B ,ν′

B)
((μ, ν))) = δ(δμB

(μ′
B),1−δ(1−νB )(1−ν′

B))
((μ, ν)). (25)
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7 Conclusion

New concepts on bipolar fuzzy sets are introduced in this paper, in particular
algebraic and morphological dilations and erosions, for which good properties
are proved and nice interpretations in terms of bipolarity in spatial reasoning
can be derived. Further work aims at exploiting these new operations in concrete
problems of spatial reasoning, in particular for handling the bipolarity nature of
some spatial relations.
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Abstract. This paper focuses on the embedding of the uncertainty
about color images, naturally arising from the quantization and the hu-
man perception of colors, into histogram-type descriptors, adopted as
indexing mechanism. In particular, our work has led to an extension of
the GIFT platform for Content Based Image Retrieval based on fuzzy
color indexing in the HSV color space. To quantify the performances
of this basic system, we have investigated different indexing strategies,
based on classical logics and fuzzy logics. Performance improvements are
shown, in terms of effectiveness, perfect/good searches, number and posi-
tion of relevant images returned, especially in the case of large databases
containing images with noisy interferences.

Keywords: Content Based Image Retrieval, Image Indexing, HSV Color
Space, Fuzzy Color Histogram.

1 Introduction

Content Based Image Retrieval (CBIR) has received increasing attention as a
result of the availability of large scale image repositories in several domains,
such as video surveillance, medical image management, multimedia libraries,
art collections, geographical information systems, law enforcement agencies, and
journalism. CBIR has been proposed to overcome the difficulties encountered
in textual annotation for large image databases [5, 30]. Like a text-based search
engine, a CBIR system aims to retrieve information that is relevant (or similar)
to the users query, by addressing the problem of assisting a user to retrieve im-
ages from un-annotated databases, based on features that can be automatically
derived from the images. Today, there exist several CBIR systems based on dif-
ferent methods, such as QBIC [11], Terraserver [36], VIR [37] or Excalibur [9], or
a set of prototypes such as the Chabot and Galaxy’s projects from the UC Berke-
ley [15,26], MIT’s Photobook [27], CANDID [21], SCORE [3], VisualSEEK [32],
or VORTEX [31].

Most of the research effort for CBIR systems has been focused on the search
of powerful representation techniques for discriminating elements among the
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global database. Although the nature of data is a crucial factor to be taken into
consideration, most often the final representation is a feature vector extracted
from the raw data, which reflects somehow its content. Most systems use color
features in the form of color histograms to compare images [28, 34, 35, 39]. The
ability to retrieve images when color features are similar across the database
is achieved by using texture features [1, 16, 17, 24]. Other important attributes
employed in comparing similarity of image regions are shape [6, 7, 10, 18, 19],
spatial relationships [8,20], or a combination of them [38].

The approach more frequently adopted for CBIR systems is based on the
conventional color histogram (CCH), which contains occurrences of each color
obtained counting all image pixels having that color. Each pixel is associated to
a specific histogram bin only on the basis of its own color, and color similarity
across different bins or color dissimilarity in the same bin are not taken into
account. The consequence is that: a) CCH is sensitive to noisy interferences,
such as illumination changes and quantization errors; b) large dimension of CCH
involves large computation on indexing. These problems could be addressed by
considering color similarity of each pixel’s color associated to all the histogram
bins. If the color similarity is modeled through a fuzzy-set membership function,
the representation leads to a fuzzy color histogram (FCH), like the one proposed
in [13], although the real capabilities of such approach in the context of real
CBIR systems are not completely clear, mainly when applied to large image
databases. The usefulness of benchmarking is undeniable in the development of
different algorithms, and recent attempts to benchmark CBIR systems in this
respect have been made.

The paper is positioned in this context. We report the study made about the
inclusion of uncertainty in color based indexing to augment the retrieval capa-
bilities of the GIFT platform [12], an open source CBIR system. To quantify
the benchmarking performances, we have investigated different indexing strate-
gies, based on classical logics and fuzzy logics, on two different image databases.
Performance improvements are shown, in terms of effectiveness, perfect/good
searches, number and position of relevant images returned, mainly in the case
of large databases containing images with noisy interferences.

The paper is organized as follows. The next Section reports the targeted CBIR
and the operations involved within. Section 3 discusses the color histogram and
fuzzy color histogram to make histogram based indexing mechanisms. In the last
Section we present the experimental results and comparisons on two large image
databases.

2 CBIR Reference Scheme

We adopt the method used in GIFT [12] for extracting local and global features
and for retrieval as a protocol. GIFT (GNU Image Finding Tool) is the outcome
of the Viper project [25]. This open source software tool uses many well-known
techniques for text retrieval and a large number of color and texture features,
together with their frequency statistics. The feature sets used are:
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1. global color features in the form of a color histogram using HSV (18 hues, 3
saturations, 3 values, plus 4 grey levels);

2. local color features at different scales obtained by partitioning the images
(scaled to 256× 256 pixels) successively into four equally sized regions (four
times) and taking the mode color of each region as a descriptor;

3. local texture features by partitioning the images and applying Gabor filters
in 3 scales and 4 directions. Gabor responses are quantized into 10 strengths;

4. global texture features represented as a simple histogram of responses of the
local Gabor filters in various directions and scales.

For the four feature groups two different weightings are used, depending on
the term frequency tfij (frequency of occurrence of feature j in image i) and
the collection frequency cfj (frequency of occurrence of feature j in the entire
database). Considering a query q containing N images with relevances Ri ∈
[−1, 1], i = 1, . . . , N , the frequency of occurrence of feature j in the pseudo-
image corresponding to q is

tfqj =
1
N

N∑
i=1

(tf ij ·Ri).

The two global histogram features for each image k are weighted according to a
histogram intersection [35] as:

FeatureWeightkj = sign(tfqj) ·min(|tfqj |, tfkj),

while the two block feature groups, that represent around 80% of the features,
are weighted according to the inverse document frequency weighting:

FeatureWeightkj = tfqj · log2(
1

cfj
).

Then, a score is assigned to each possible result image k with features j, com-
puted as:

Scorekq =
∑

j

(FeatureWeightkj).

Scores are calculated for all four feature groups separately and then added in a
normalized way.

3 Embedding of Uncertainty About Color in CBIR

Uncertainty about color similarity has been modeled through a fuzzy-set mem-
bership function, so leading to a fuzzy representation of histogram and the in-
dexing mechanism in the above described CBIR. Specifically, given a color space
containing color bins, a fuzzy color histogram (FCH) of an image I containing
N pixels can be expressed as F (I) = [f1, f2, . . . , fn], with

fi =
N∑

j=1

μijPj =
1
N

N∑
j=1

μij ,
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where Pj is the probability of a pixel selected from image I being the jth pixel
(which is 1/N), and μij is the membership value of the jth pixel in the ith color
bin. In contrast with CCH, FCH considers not only the similarity of different
colors from different bins but also the dissimilarity of colors assigned to the same
bin. Therefore, FCH effectively alleviates the sensitivity to the noisy interference.

In order to quantify the perceptual color similarity, we consider Euclidean
distance between colors represented in the HSV color space, which is perceptually
uniform and therefore allows to obtain an accurate quantification of perceptual
color similarity.

To compute the FCH of a color image, we adopt the method proposed in [13].
It consists in performing first a fine uniform quantization in RGB color space
by mapping all pixel colors to n′ histogram bins, then transforming the colors
from RGB to HSV color space. Finally, obtained colors in HSV color space are
classified into n clusters (with n % n′) using fuzzy C-means (FCM) clustering
algorithm [4], with each cluster representing an FCH bin. Through these steps, a
pixels membership value to an FCH bin can be represented by the corresponding
fine color bins membership value to the coarse color bin. Membership values need
to be computed only once, and they are represented as a membership matrix
M = [mij ]n×n′ . Each element mij in M is the membership value of the jth fine
color bin distributing to the ith coarse color bin. Thus, the FCH of an image
can be directly computed from its CCH without computing membership values
for each pixel. That is, given a CCH Hn′×1 with n′ bins, the corresponding FCH
Fn×1 with n bins can be computed as Fn×1 = Mn×n′Hn′×1, where membership
matrix M is pre-computed only once and can be used to generate FCH for each
database image.

In order to insert FCH into GIFT, we needed to set quantization parameters
n′ and n. As already mentioned in §2, the basic HSV color space quantization
adopted in GIFT consists in 166 color bins. Experimental results showed that
such quantization is too coarse for FCH; therefore we quantized the color space
into n′ = 4100 color bins (16 for each HSV component, plus 4 gray levels).
Moreover, in order to choose the value of the number n of clusters, we conducted
several tests on the considered databases, to obtain the optimal performance of
the CBIR system (see §4).

4 Experimental Results

4.1 Performance Measures

The usual recall and precision measures are quite inadequate in the context of
CBIR, since they do not take into account all information returned by a database
query, such as the position of returned images and their similarity degree with
respect to the query image.

Among several performance measures, we choose the Effectiveness measure
[14] normalized in [0, 1], defined as:
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EFF =
eff − R−1

2Er+R−1
1− R−1

2Er+R−1
eff = SumOptR/SumRAll

where

– R is the number of relevant images in the database,
– Er is the number of images returned by the query,
– SumOptR is the optimal sum of positions of relevant images,
– SumRAll = (SumR+ Er + (Er + 1) + . . .+ (Er +Mr − 1))/R,
– SumR is the sum of positions of relevant returned images,
– Rr is the number of relevant images returned by the query,
– Mr = R−Rr is the number of relevant images not returned by the query.

Such measure allows better than others to evaluate CBIR performance taking
into account peculiarities of such systems, such as the position of images returned
by a query. Moreover, as a measure of performance we considered also the number
of:

– Perfect searches: searches which return all relevant images in first positions;
– Good searches: searches which return all relevant images in whatever posi-

tion.

Even though a perfect search is the best attainable goal for a CBIR system, a
good search is still an ambitious objective, since it means that all relevant images
have been returned by the system.

4.2 Performance Evaluation

Performance of the various approaches has been tested on the public domain
Stanford10K image database [33], consisting of about 10000 images, and on a
database consisting of about 180 images from one of COREL’s CD-ROMs [2],
in the following referred to as Alberta database. Both the databases have a
predetermined set of images similar to some fixed images, so that it is possible
to compare results and evaluate performance.

First experiments have been devoted to the choice of the number n of clus-
ters (see §3) in order to optimize performance. In Fig. 1 we report Effective-
ness values obtained with FCH on the considered databases, varying n. In the
case of Stanford10K database (Fig. 1-(a)), the maximum Effectiveness value
EFF=0.31340 has been obtained for n=60, and it is better than the Effective-
ness value EFF=0.30419 obtained using CCH. In the case of Alberta database
(Fig. 1-(b)), the maximum Effectiveness value EFF=0.60431 has been obtained
for n=50. However, in this case it is comparable (only slightly worse) to the
Effectiveness value EFF=0.60518 obtained using CCH; this is mainly due to
the fact that Alberta database has a small number of images, whose content is
much simpler than that of the Stanford10K database, with no lighting intensity
variations.
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(a) (b)

Fig. 1. Effectiveness values obtained with FCH varying the number n of clusters on:
(a) Stanford10K database; (b) Alberta database

Moreover, using FCH strategy we achieved the same number of perfect and
good searches obtained with CCH strategy (with optimal values for n) for both
databases. Specifically, among the 32 queries predefined in Stanford10K database
we obtained three perfect searches and five good searches, while among the 15
queries predefined in Alberta database we obtained one perfect search and five
good searches.

The number of relevant images returned using CCH and FCH strategies was
the same for almost all queries. In the case of Stanford10K database, query
number 29 using FCH returned one more image than using CCH. Query image
number 29 and relevant images returned with both the strategies are reported
in Fig. 2. Here we can observe that the relevant image returned in position 17
by FCH was not at all returned by CCH. The content and the dominant color of
such image is the same of all other relevant images; the only change, apart from
shot position, is the lighting intensity. This observation confirms the superiority
of FCH to CCH for image retrieval in terms of sensitivity to lighting intensity
variations. In the case of Alberta database, query number 11 using FCH returned
one more image than using CCH; analogous conclusions can be drawn analyzing
results of such query (not reported here for space constraints).

Concerning exclusively the position of returned relevant images, we found that
among the 32 queries for the Stanford10K database there were:

– 20 cases where positions are the same using CCH and FCH;
– 5 cases where positions returned with FCH are much better (more than 5

positions higher) than those returned with CCH;
– 4 cases where positions returned with FCH are better (more than 2 positions

higher) than those returned with CCH;
– 3 cases where positions returned with FCH are worse (more than 2 positions

lower) than those returned with CCH;
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(a) (b)

Fig. 2. Query image number 29 for Stanford10K database and relevant images returned
using: (a) CCH; (b) FCH

In particular, considering Query number 16 where both CCH and FCH strategies
return 5 relevant images, FCH returned a perfect search, while one of the relevant
images returned by CCH is in position 9.

As a final experiment, we compared best Effectiveness values obtained with
FCH with those obtained using not only CCH, but also k-Means (KM) [23] and
Deterministic Annealing (DA) [29]. In Fig. 3 we report Effectiveness values ob-
tained with all the considered strategies on both the considered image databases.
In the case of Stanford10K database (3-(a)) we can observe that FCH, KM and
DA attain much higher Effectiveness than CCH, with FCH reaching the best
Effectiveness value. In the case of Alberta database (3-(b)) we can observe that
only FCH and CCH attain high Effectiveness values.

(a) (b)

Fig. 3. Effectiveness values obtained with different indexing strategies on: (a) Stan-
ford10K database; (b) Alberta database
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5 Conclusions and Ongoing Work

The paper concerned the inclusion of uncertainty about color in the HSV color
space in the open source GIFT platform for CBIR and the benchmarking of
different indexing strategies, based on classical logics and fuzzy logics, over two
image databases, Stanford10K and Alberta. Specifically, the benchmarking has
been made in terms of effectiveness, perfect/good searches, number and position
of relevant images returned, also in presence of noisy interferences. The retrieval
results are very encouraging in most cases and this proves that the use of un-
certainty in CBIR is natural and desirable as long as human perception remains
the key factor in judging and using the results.
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Abstract. We use an evolutionary process to seek a specialized powerful
rule of Cellular Automata (CA) among a set of best rules for extracting
edges in a given black-white image. This best set of local rules determines
the future state of CA in an asynchronous way. The Genetic Algorithm
(GA) is applied to search the best CA rules that can realize better the
edge detection.

Keywords: Genetic Algorithms, Evolutionary Cellular Automata, Edge
Detection.

1 Introduction

We can understand the emergence like a phenomenon of producing collective be-
haviour by a collection of interacting elements in a complex system. The study
of evolving Cellular Automata (CA) framework using evolutionary algorithms
is a good example to show how evolution can create systems in which emer-
gent computation takes place. Indeed, the actions of simple components with
local information and communication give rise to coordinated global informa-
tion processing [6].

In this paper, we are using Genetic Algorithms (GAs) in order to evolve CA
to perform computations that require global coordination [6].

Indeed, we are interested into CA [7,1] and the edge detection [9]. Among a
variety of researchers having investigated the proprieties of CA, we can’t miss
to cite the works of John von Neumann [2], Stephen Wolfram [3], and John
Conway [4]. CA are discrete dynamical systems, which are widely applied in
modelling systems in areas such as physics, biology, and sociology [8]. CA can
be interpreted like a set of rules which through an Evolutionary CA (EvCA),
we can find one or several appropriate rules for a definite problem. The idea
of using one packet of rules in edge detection and filtering are in the merit of
Rosin [1]. Indeed, it is used in restoration of black-white images. Moreover, Rosin
[1] studied these best rules in details and showed the interest of each one. The
result of its study showed that a single rule can remove isolated pixels in a noise
black-white image.
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In this paper, we use a GA to find a single powerful rule for extracting effi-
ciency edges in a given black-white image. Indeed, an EvCA is applied in order
to determine the best local rules of the CA, using a GA on a population of
CA candidates [6]. After this introduction, Section 2 presents the EvCA-ED ap-
proach. Experimental results are reported in Section 3. Conclusions are drawn
in the last section.

2 The EvCA for Edge Detection (EvCA-ED)

The proposed EvCA-ED takes advantage of the calculating faculties of the CA,
to transform the initial configurations defined by a binary image lattice as input
discrete data in order to find its edges.

The execution of a simple packet of CA local rules evolved using evolutionary
process [1,5] produces an emergent phenomenon. In this paper, the GA is applied
to search the desirable CA rules that can realize better the edge detection. In
order to explore all configurations in the research space, we regroup the rules in
packets [5].

In our study, we must avoid the redundancy of a (rules/packets) during the
process of evolution and the contradictory rules in the same packet (2 patch’s
with different transition).

In the EvCA-ED approach, we seek the best packet of transition rules for edge
detection of a black-white image. The CA unit is represented by a rectangle of 9
cells. Indeed, the problem is to find the best CAs for edge detection among 251

possible rules. We use a GA to find this optimal packet of rules (see Fig. 3).
The following code describes the GA to determine the best packet of transi-

tion rules that able to achieve the edge detection of binary images.

Algorithm

1. The input data: Input Image.
2. Initialization of the GA: Construction at random of rule packets extracted

from the neighborhood model figured on the whole of the image (see Fig. 2).
(a) Edge detection method: For each CA, the process: First, searches; among

the current packets; the similar rule according to its neighborhood. Sec-
ond, modifies the central pixel according to the defined transition.

(b) Evaluation of the edge detection result: We compute the distance be-
tween of the edge detection result and the ideal one considered to assess
the approach. We can also evaluate the error of miss-classed pixels.

3. Reproduction: Generate a new population by applying selection, crossover
and mutation. We use the edge detection described above in the evaluation
process.

4. The process iterates until the error ≤ a given threshold or a maximum of
iterations.

5. The result: optimal packet of rules.
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CA can be interpreted like a set of rules which through an EvCA, we can find
one or several appropriate rules for a definite problem.

The idea of using one packet of rules in edge detection and filtering is reported
in the work of Rosin [1]. Especially, it can be used in restoration of black-white
images. Moreover, Rosin [1] studied these best rules in details and shows the
interest of each one. The result of its study showed that a single rule can remove
isolated pixels in a noise black-white image.

In this paper, we inspirit of this fact to seek a single powerful rule for extract-
ing efficiency edges in a given black-white image.

We represent the transition rule of a CA by the concatenation of the cells
states of the current cell neighborhood to update (see Fig. 2). Then, we add the
future cell state after updating [5]. This rule (pattern) is transformed as a linear
chromosome (see Fig. 1).

Fig. 1. CA rule notation and the chromosome representation the CA rule

The rule is applied when its part neighborhood coincides with a patch of the
same dimension on the image. Then, we replace the central pixel of the patch
by the value of the future state in the rule. The correspondence between the
part neighborhood of the rule and a patch of the image is reduced according to
the rotational operators (rotation to 00, 900, 1800 and 2700, reversal horizontal
and vertical ”flip-flop”). The rules are therefore symmetrical. Each individual
of the population is represented by a chromosome which is a transition vector
according to a neighborhood model (see Fig. 2). We report that for the case of
the black (0) and white (1) images, the numbers of the possible combinations to
construct of the research space will be decreased contrary to the general case.
To make the CA deterministic, we add the following constraint: Every rule of
the packet must be different from the other.

To explore a vast set of configurations, the chromosome representation can
be presented by two types of structure from the input image: the horizontal
and the vertical. We use the horizontal one. The crossover exchanges, with given
probability a genetic material between two parent chromosomes corresponding to
two CA transition rules for producing two offspring. The mutation is a random
change of gene in a given CA transition rule (parent). The selection process
based on the edge detection assessment in EvCA represents an interdisciplinary
process. Let Err = nbr of pixels where (ImageED �=ImageIdealED), which Err
and nbr are the abbreviation of error and number respectively.

The fitness function used to assess the edge detection is given by:
F = 1 − (err/L × H) where L and H represent the image width and height.
The Err function computes the number of the points finds non equal in the two
images: the resulted image and the ideal one.



Evolutionary Cellular Automata Based-Approach for Edge Detection 407

Fig. 2. Construction of the neighborhood model from an input image

Fig. 3. A best packet of CA rules find by GA

3 Experimental Results

We present both synthetic and real results (see Figs. 4,6,8 and 10) of the EvCA-
ED compared to Canny edge detector [9]. These following experiments are per-
formed by using MATLAB on a Pentium 4, CPU 1:70 GHz with 256 MB. The
EvCA-ED using the powerful rule number 15 extracts better (see Fig. 3) the
edges in all the experimental results performed on a class of binary images. Con-
sequently, for a edge detection of a class of binary images, only one powerful rule
is able to give better results, what of the substantial gains give in the cost and in
the qualities. We have distinguished the powerful rule number 15 (0000000001)
(see Fig. 3) and its contrary (1111111110). The first rule is used for the inside
edge detection and the second one for the outside edge detection.
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Fig. 4. Edge detection of four characters ’A B D and H’ (176×203). (a) input image
(b) Canny result, (c) best packet result, (d) result using the powerful rule.

Fig. 5. The error obtained rule by rule of the characters ’A,B, H and D’ experience

Fig. 6. Edge detection of two words ’SCIP’ and ’WILF’ (128×186). (a) input image
(b) Canny result, (c) best packet result, (d) result using the powerful rule.

The first image (see Fig. 4) shows four characters ’A, B, H and D’. It can be
seen that different edges of characters are better extracted by the powerful rule
number 15 (see Fig. 3) than by Canny edge detector (see Fig. 4). The same result
is presented in an edge detection of two words ’SCIP’ and ’WILF’ (see Fig. 6).
In Fig. 8, we use a synthetic image containing different geometric shapes. It can
be seen that different edges are better extracted by EvCA-ED using the powerful
rule number 15 than the Canny edge detector [9] despite the interference of some
shapes (see Fig. 1).
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Fig. 7. The error obtained rule by rule of the SCIP-WILF experience

Fig. 8. Edge detection of a 100×100 image of shapes. (a) input image (b) Canny result,
(c) Result by best packet, (d) Result using the powerful rule.

Table 1. Evaluation values of the experiments reported in Figs. 4, 6, 8 and 10

image of characters ’SCIP-WILF’ shapes cells
ED method Fitness Time(Sec.) Fitness Time(Sec.) Fitness Time(Sec.) Fitness Time(Sec.)
Best packet 0.8590 114.916 0.9017 69.400 0.8090 22.893 0.8229 188.461

Rule 15 0.9526 4.5970 0.9999 2.984 0.8971 1.7330 0.9126 10.535

In Fig. 10, the input image represents a set of cells with a cast shadow having
circle shapes. The EvCA-ED results using the rule number 15 is the adequate
one comparably to the others (see Fig. 10 and Fig. 11) and better than the
Canny result.

Each graph of Figs. 5, 7, 9 and 11 presents the error evaluation of the EvCA-
ED of the experiments presented in 4, 6, 8 and 10 respectively. For each rule,
we get the fitness value of the its result. These graphs show clearly that the
rule number 15 gives the better fitness result. These results and robustness of
this rule compared to the others still the same in different experiments made on
black-white images.

Concerning the complexity, in spite of the implementation has made without
the specialized hardware that are available [12,13], the running time of the CA
using the powerful rule is better than the time of the CA using the best packet.
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Fig. 9. The error obtained rule by rule of the shape experience

Fig. 10. Edge detection of image of cells 238×238. (a) input image (b) Canny result,
(c) best packet result, (d) result using the powerful rule.

Fig. 11. The error obtained rule by rule of the best packet of the cells experience

4 Conclusion

In this paper, our proposed model of CA applied in edge detection provides
insights on how evolutionary processes can be used to discover local patterns
that give rise to optimal edge detection of a given binary image. Indeed, one of
such local structural properties were identified via the GA allowed us to analyze
the evolutionary emergence of sophisticated computation.
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In this paper, we have demonstrated that the edge detection can be interpreted
like an evolutionary phenomenon of a set of CA, controlled by a best packets or
a single powerful rule of CA applied on a category of image. Indeed, the image
can be modelled by a CA which we can implement easily.

The EvCA-ED shows the degree of specialization aspect of CA of edge detec-
tion. Indeed, the robustness of the powerful rule number 15 shows that each rule
has its fitness value. Thus, we can say that for a given global computation task,
the GA evolve a best packet of rules which each one has its robustness value.

The emergence phenomenon is clearly appeared in the fact that one rule is
able to detect edges in a given class of image. This result illustrates that in a
given task each rule has a degree of adaptation.
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1 Introduction

Humour is one of the most interesting and puzzling aspects of human behaviour,
and it has been rightfully argued that it plays an important role in an individual’s
development, as well as in interpersonal communication. Research on this topic
has received a significant amount of attention from fields as diverse as linguistics,
philosophy, psychology and sociology, and recent years have also seen attempts
to build computational models for humour generation and recognition.

In this paper, we summarize the main theories of humour that emerged
from philosophical and modern psychological research, and survey the past and
present developments in the fields of theoretical and computational linguistics.
We also briefly overview related research work in the fields of psychology, soci-
ology and neuroscience. The paper concludes with an illustration of the multi-
disciplinary applications of humour.

Note that we focus mainly on “verbal humour,” which is the most tangible
and perhaps the most widely researched form of humour. Although other forms
of humour (e.g., visual or situational) have also received attention from the
research community, we concentrate our work and consequently this survey on
the linguistic expressions of humour.

2 Theories of Humour

There are three main theories of humour, which emerged primarily from philo-
sophical studies and research in psychology.

2.1 Incongruity Theory

The incongruity theory suggests that humour is due to the mixing of two dis-
parate interpretation frames in one statement. One of the earliest references to
an incongruity theory of humour is perhaps due to Aristotle [1] who found that
the contrast between expectation and actual outcome is often a source of hu-
mour. He is also making a distinction between surprise and incongruity, where
the later is presumed to have a resolution that was initially hidden from the
audience. The incongruity theory has also found a supporter in Schopenhauer
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[32], who emphasizes the element of surprise by suggesting that ”the greater and
more unexpected [...] the incongruity is, the more violent will be [the] laughter.”
The incongruity theory has been formalized as a necessary condition for humour
and used as a basis for the Semantic Script-based Theory of Humour (SSTH)
[27], and later on the General Theory of Verbal Humour (GTVH) [3].

2.2 Superiority Theory

The superiority theory argues that humour is a form of expressing the superiority
of one over another. As Hobbes suggested [15], the laughter is “nothing else but
sudden glory” triggered by a feeling of superiority with respect to others, or with
respect to ourselves in a previous moment. A closely related theory is the one
supported by Solomon [33], who suggests that humour is due to feelings of infe-
riority, which led to the so called “inferiority theory.” Although the superiority
and inferiority theories of humour have been typically perceived as diametri-
cally opposed, they are in fact intimately related, as the “superior”/”inferior”
distinctions are often due to a different point of view. In fact, it can be argued
that laughter is triggered by our feelings of superiority with respect to others
or ourselves in a previous moment, which are equivalent to feelings of inferiority
felt by others or by ourselves in a past moment.

2.3 Relief Theory

The third major theory is the relief theory, which suggests that humour is a form
of bypassing certain censors that prevent us from having “prohibited thoughts.”
Eluding these censors results in a release of the energy inhibited by these censors,
and consequently the feeling of relief. One of the strongest supporters of the relief
theory is Freud [10], who draws a connection between jokes and the unconscious,
and Spencer [34], who suggests that laughter is a form of “nervous energy.” Some
of these ideas have been later embraced by Minsky in his theory of humour [22],
to which he adds a cognitive element that attempts to explain the “faulty logic”
that is typically encountered in jokes, which is normally suppressed in order to
avoid “cognitive harm.”

3 Linguistic Research on Humour

A significant fraction of the research on humour that has been carried out to
date has concentrated on the linguistic characteristics of humour. Among the
linguistic theories, the most influential is perhaps the General Theory of Verbal
Humour (GTVH) [3], which is an extension of the earlier Semantic Script-based
Theory of Humour (SSTH) [27].

3.1 Semantic Script-Based Theory of Humour

SSTH is based on the representation of jokes as script opposition, which is an
idea closely related to the incongruity resolution theory. Briefly, SSTH defines



414 R. Mihalcea

the structure of a joke as consisting of a set-up and a punchline. The set-up
has at least two possible interpretations out of which only one is obvious, and
consequently the humorous effect is created by the punchline which triggers the
second less-obvious interpretation in a surprising way.

The central hypothesis in SSTH is that a text is humorous if the following two
conditions are satisfied. First, the humorous text has to be compatible with at
least two different interpretations (scripts). And second, the two interpretations
have to be opposed to each other. For instance, the following example taken from
[27] illustrates this theory: ”The first thing that strikes a stranger in New York is
a big car.” The set-up has two possible interpretations: strike as in ”impress” or
”hit,” which are opposed to each other (”impress” being a positive action, and
”hit” triggering negative feelings). The first interpretation is more obvious and
thus initially preferred. However, the punchline ”by a big car” will change the
preference to the second interpretation, which generates the humorous effect.

According to SSTH, the opposition between scripts is binary, and can fall into
one of the following three generic types: actual/non-actual, normal/abnormal,
possible/impossible, which in turn can be broken down into more specific oppo-
sitions, such as positive/negative or good/bad.

3.2 General Theory of Verbal Humour

Following SSTH, the GTVH [3] extends the script opposition theory, and adds
other possible knowledge resources for a humorous text. While SSTH was pri-
marily focused on semantics, the GTVH is more general and includes other areas
in linguistics such as pragmatics and style. GTVH defines six main knowledge
resources that can be organized on six levels from concrete (low level) to abstract
(high level).

– Script opposition, which is a knowledge source based on the main idea of
SSTH of opposing interpretations that are both compatible with the text.

– Logical mechanism, which provides a possible resolution mechanism for the
incongruity between scripts.

– Situation, which defines the context of the joke in terms of location, partic-
ipants, and others.

– Target, which is the person or group of persons that are targeted by the joke.
– Narrative strategy, which defines the style of the joke, i.e., whether it is a

dialogue, a riddle or a simple narrative.
– Language, which defines the ”surface” of the joke in terms of linguistic as-

pects such as lexicon, morphology, syntax, semantics.

For example, Attardo and Raskin [3] exemplify the knowledge resources using
the following joke: ”How many poles does it take to screw in a light bulb?
Five. One to hold the light bulb and four to turn the table he is standing on.”
The script opposition is formed between the expected normal behaviour of a
person when screwing in a light bulb, and the ”dumb” resolution proposed by
the punchline; the logical mechanism is that of ”reversal” of a normal behaviour;
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the situation is ”bulb changing”; the target of the joke are the ”Poles”; and
finally, the narrative structure is a ”riddle” [28].

An interesting experiment centered around the GTVH theory is reported by
Ruch [31], where three jokes are transformed into variants that differed from
the original joke in one of the GTVH parameters. A group of 500 subjects were
asked to rate the similarity between each of the variants and the original joke
on a scale of 1 to 4. The findings indicate that higher similarity is observed for
those variants that differ in a low level parameter in the GTVH hierarchy, thus
suggesting that the higher level parameters such as script opposition and logic
mechanism are more humour-related [28].

While GTVH is perhaps the most extensive linguistic theory of humour that
has been proposed to date, it has been criticized by Ritchie [28] as lacking
theoretical grounds. Ritchie raises doubts about the falsifiability of the GTVH,
and about the lack of systematic examples where some of the GTVH knowledge
resources are missing, thus resulting in a lack of humorous effect, along with
humorous examples that include the missing knowledge resources.

3.3 Related Work in Linguistics

Besides the SSTH and the GTVH theories, other research work in linguistics has
focused mainly on the analysis of the lexical devices used in humorous text. The
syntactic ambiguity often encountered in humour is analysed by Hetzron [14],
who describes the structure of jokes and punchlines, and analyses the logical
devices found in verbal humour. Oaks [25] is proposing an interesting account
on syntactic ambiguity in humour, and identifies several ambiguity ”enablers.”
He focuses mainly on part-of-speech ambiguity, and identifies verbs, articles, and
other parts-of-speech that can introduce ambiguity in language (e.g., bite that
can be either a verb or a noun).

The lexical and syntactic ambiguity as a source of humour is also studied by
Bucaria [6], who analyses the linguistic ambiguity in newspaper headlines. She
identifies three main types of ambiguity: lexical (e.g., ”Actor sent to jail for not
finishing sentence.”), syntactic (e.g., ”Eye drops off shelf”), and phonological
(e.g., ”Is there a ring of debris around Uranus”). She also identifies two ad-
ditional schemata for humorous ambiguity, including the disjunctor/connector
model (e.g. ”New study on obesity looks for larger group.”), and the double
ambiguity model (e.g., ”Farmer Bill dies in house.”). In an analysis of 135 head-
lines, the lexical and syntactic forms of ambiguity were found to be dominant
(71 lexical and 63 syntactic), covering a significant fraction of the corpus, and
thus providing support for the incongruity theory of humour.

4 Computational Humour

While humour is relatively well studied in fields such as theoretical linguistics [2]
and psychology [9,30], to date only a limited number of research contributions
have been made toward the construction of computational humour prototypes.
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Most of the computational approaches to date on style classification have focused
on the categorization of more traditional literature genres, such as fiction, sci-
tech, legal, and others [16], and much less on creative writings such as humour.

The most systematic effort in this area is perhaps Ritchie’s book on the lin-
guistic analysis of jokes, which brings together research on linguistic theories
and artificial intelligence. In addition to a comprehensive overview of the main
research contributions in humour, Ritchie is also proposing a classification of
jokes into propositional and linguistic, and suggests a structural description of
the jokes [28].

Similar to other computational linguistics research carried out on language
style, there are two main research directions in computational humour: (1) hu-
mour generation, which attempts to build computational models to generate
humorous text, and (2) humour recognition, which deals with the problem of
identifying humour in natural language.

4.1 Humour Generation

One of the first attempts in humour generation is the work described by Binsted
and Ritchie [5], where a formal model of semantic and syntactic regularities was
devised, underlying some of the simplest types of puns (punning riddles). The
model was then exploited in a system called JAPE that was able to automatically
generate amusing puns.

Another humour generation project is the HAHAcronym project [35], whose
goal was to develop a system able to automatically generate humorous versions
of existing acronyms, or to produce a new amusing acronym constrained to be a
valid vocabulary word, starting with concepts provided by the user. The comic
effect was achieved mainly by exploiting incongruity theories (e.g., finding a
religious variation for a technical acronym).

4.2 Humour Recognition

There are only a few studies addressing the problem of humour recognition.
The study reported in [36] is devoted to the problem of humour comprehension,
focusing on a restricted type of wordplays, namely the “Knock-Knock” jokes.
The goal of the study was to evaluate to what extent wordplay can be auto-
matically identified in ”Knock-Knock” jokes, and if such jokes can be reliably
recognized from other non-humorous text. The algorithm was based on auto-
matically extracted structural patterns and on heuristics heavily based on the
peculiar structure of this particular type of jokes. While the generic wordplay
recognition gave satisfactory results (67% accuracy), the identification of word-
plays that had a humorous effect turned out to be significantly more difficult
(12% accuracy).

In our own previous work [20,19], humour recognition was formulated as a
text classification task, and machine learning algorithms were run on large collec-
tions of humorous texts (oneliners or humorous news articles). Both content and
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stylistic features were evaluated, including n-gram models, alliteration, ant-
onymy, and adult slang, with performance figures significantly higher than apri-
ori known baselines.

Another humour recognition study was reported by Purandare and Littman
[26], where the recognition experiments were performed using both content fea-
tures and spoken dialogue prosody features (tempo, energy, and pitch). The ex-
periments were run on dialogues from the TV-series ”Friends,” with significant
improvements observed over the baseline. They also reported a gender study,
with the improvement obtained for humour recognition in male dialogues being
higher than the one obtained for female dialogues, suggesting perhaps that the
humorous features are more prominent for males than for females.

5 Multidisciplinary Research on Humour

In addition to the research work in linguistics and the recent efforts in compu-
tational linguistics, humour has been also studied in other areas.

5.1 Sociology

In sociology, humour has been frequently associated with studies concerned with
patterns of communication in different groups. For instance, Duncan [8] shows
that cohesive and non-cohesive work groups have different humour patterns,
suggesting a correlation between the type of humour practiced in a group and
the structure of the group.

Studies have also investigated the association between gender and humour, by
analysing the type and role of humour for female, male and mixed groups. Hay
[12] used a taxonomy of humour in a gender-oriented analysis, which revealed the
preference of women for observational humour and the tendency of male groups
for insults and roleplay. Interestingly, a correlation was also observed between the
gender of these groups and the function of humour; women groups used humour
primarily as a social element, whereas men groups often used it as a means for
increasing status. Finally, Hay’s study also reported on the association between
gender and humour topics, suggesting that women use more frequently humour
on topics involving people, while men joke more about politics, computers and
work; this observation correlates with recent conclusions drawn in corpus-based
gender studies [17].

Another aspect of interest in sociology is the relation between culture and
humour. Work in this area has highlighted the relation between cultural back-
ground and humour appreciation, showing that the set of values and norms of a
culture largely determine the content and style of humour [13]. Focused studies
have highlighted differences between various cultures, as for instance the study
reported in [24], which shows how Arab and Jewish communities developed a
different sense of humour explained by their diverse background and different
social status.
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5.2 Psychology

Humour research in psychology has been mainly concerned with the correlation
between humour and individual development. There are several studies that
considered the cognitive aspects of humour, and the role that humour can play
in infants and children development. For instance, it has been found that humour
has an important role in improving text comprehension [38].

Other studies have been concerned with the relation between personality pro-
files and sense of humour. Along these lines, it has been suggested that extrover-
sion and neuroticism can be predicted from humour perception [23]. Similarly,
humour was found to be related to other personality characteristics such as
simplicity-complexity, intelligence, or mood [29].

5.3 Neuroscience

In recent years, given the advances made in brain imaging techniques (fMRI or
MEG), researchers have started to investigate the brain activity observed during
humour detection and comprehension. Recent research findings suggest that the
left and the right hemispheres are both involved in humour appreciation, which
is an effect that has been observed in verbal humour as well as visual humour
[4]. Moreover, studies have also observed the activation of the amygdala and
midbrain regions (also known as the “pleasure center”), which is probably due
to the pleasurable effect created by humour [37].

It is also worth noting the study reported in [23], which shows connections
between gender, personality (i.e., extroversion and neuroticism), and humour
appreciation, observed using brain imaging techniques. Such associations have
been typically identified through surveys conducted in psychological studies, and
the study reported in [23] confirms these previous findings by identifying patterns
of brain activity occurring during humour comprehension.

6 Applications of Humour

In agreement with its multidisciplinary facets, applications of humour are also
found in a variety of domains, including social communication, education, health,
human-computer interaction.

A few attempts were made to integrate humour into human-computer inter-
faces. For instance, the JAPE system [7] was integrated into a natural language
robot Elmo [18] – a software agent able to carry out a dialogue that was im-
proved with the ability of formulating humorous replies. However, since the puns
used by Elmo were automatically generated, the effect was not overwhelmingly
positive, as users seemed to dislike the occasional low-quality humour more than
the complete absence of it.

Another attempt is the integration of oneliners into email applications. In our
own previous work [21], we created an email client that was automatically adding
humorous statements to emails, based on the similarity between the body of the
email and the candidate oneliners. A user study conducted around the email
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application revealed that users found the humorous additions to be entertaining
and appropriate, and considered adopting the application for their own day-by-
day use.

Humour has also been used for educational purposes. For instance, the Riddles
system [38] was used to improve text comprehension in children 7-11 years old.
The software showed riddles to children with reading difficulties, and asked them
to discuss their various possible interpretations. The interaction with the system
was found to improve the reading comprehension scores for the participating
children.

Finally, it is also worth mentioning the humour recommender system [11]
which builds a ”sense of humour” profile for the users, and consequently recom-
mends new jokes based on the rating received from other users with a similar
profile.

7 Conclusions

In this paper, we tried to bring together the main research achievements on
humour in the fields of theoretical and computational linguistics, as well as in
sociology, psychology and neuroscience. We hopefully demonstrated that hu-
mour is a highly multidisciplinary field of research. We believe this fact has two
important implications. First, it means that research on humour can benefit
from the diverse expertise of researchers working in different fields, which will
broaden the perspective for understanding the role and the nature of humour.
Second, because of its multidisciplinary facets, research on humour can serve as a
bridge between different fields of study and consequently contribute to scientific
interdisciplinarity.
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Abstract. We consider the problem of automatic classification of text
documents, in particular, scientific abstracts and use two types of classi-
fiers: ordinal and numerical. For the first type we use a fuzzy extension
of the Borda voting method while for the second type we use a fuzzy
Borda method in combination with the semantic grading.

1 Introduction

Text classification systems categorize documents into one or several predefined
topics of interest, called categories. Text classification is of great practical im-
portance today due to the rapid growth of information and the explosion of
electronic texts from the Internet. Text classification is widely used to auto-
matically catalogue news articles and web pages [5], classify text documents,
in particular, scientific abstracts [3] and real-world data sets [12], automatically
learn the reading interests of users [15], and sort electronic mail [8]. In recent
years, a number of classification techniques have been applied to text categoriza-
tion, including graph based classifiers [16], [17], regression models [18], nearest
neighbour classifiers [7], integer programming [11], Bayesian classifiers [9], fuzzy
logic based classifiers [2] and support vector machines [4].

The information that researchers use in their activities can come from many
sources, such as published literature, web sites, technical reports and prospects,
electronic databases, and human experts. As the amount of scientific knowledge
exponentially grows, and as an increasing portion of it becomes available more
easily, researchers are faced with the difficult task of finding texts relevant to
their work.

Our paper addresses the question, caused by the need for processing large
quantities of data: how to efficiently integrate information from different sources?

The impetus for developing the methodology reported in this paper was a
desire to suggest computationally efficient and simple methods understandable
to the user. We consider two types of classifiers: ordinal, that is, those which
assign certain ranks for different papers (documents), and numerical, which give
numerical rating of the documents. For the first type we use a fuzzy extension
of the Borda voting method, while for the second type we use a fuzzy Borda
method in combination with the semantic grading.
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The rest of the paper is organised as follows. Section 2 describes the relations
between the text classification and the basic voting methods, and then introduces
the Borda voting method. Section 3 describes the fuzzy Borda method supplied
by semantic grading. Section 4 reports the results of our experiments. Section 5
draws the conclusion.

2 Text Classification and the Voting Methods

The goal of text categorization is the classification of documents into a fixed
number of predefined categories. Using a computer-aided procedure, the objec-
tive is to do the category assignments automatically. Our text classifier consists
of five steps: First, identify (a) the set of attributes characterizing the docu-
ments (for instance, title, keywords, abstract, bibliography, author’s bio, etc.);
(b) the set of predefined categories, and (c) the set of classifying words and ex-
pressions within each category. These three sets can be either fixed, or flexible
being extended or decreased during the interactive classification process. Sec-
ond, compute the fitness measure fk

ij of document i to category j with respect
to attribute k. The fitness fk

ij is a function of two arguments: (1) the number
of words in the attribute k of document i common with predefined classifying
words in category j; (2) the number of classifying words such that their presence
in any document in attribute k is sufficient to classify such a document into cat-
egory j with maximum fitness equal 1 (this concept is explained in more detail
in Section 4). At the third step, using the set of decision rules of the if-then type
and the Borda voting method, described below, the algorithm defines weights
(relative importance) vj of categories {j} and weights wk of attributes {k} which
may be either linguistic variables (like very high, high, medium, low, very low) or
crisp magnitudes ranked in intervals [1, 100] or [0, 1]. The fourth step defines the
unified fitness fij of document i to category j, by using an additive approach:

fij =
∑

k

wkf
k
ij . (1)

Finally, the fifth step distributes the documents among the categories using
standard methods of cluster-analysis aimed either to maximize the total validity
of classification as in [3], [16], [17] or to maximize the total ”fitness” of available
documents to their assigned categories defined as follows

F (C) =
1
N

∑
i,j

vjfijxij × 100 (2)

where xij = 1 if document i is assigned to category j and 0 otherwise, and
N is the total number of documents, under predetermined constraints on the
cardinality of category sets and running time of the classifying procedure.

An approach pursued at the third step of the algorithm is the Borda ranking
method in combination with expert if-then rules serving for processing fuzzy
weights. Suppose that a finite number of attributes are used in order to rank the
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’fitness’ of documents to different categories, and, furthermore, a finite number
of sources (also called criteria, or experts’ estimations) are used to evaluate
the significance of different attributes. Our goal is to aggregate information for
several attributes and sources in order to obtain the overall ranking of documents
according to their fitness for each category as well as the overall ranking of
the attributes with respect to their importance. This study will generalize the
classical Borda method for the case of fuzzy data.

Our approach is hierarchical. First, we describe a fuzzy ordinal algorithm
for ordering all the documents based on different attributes of equal weights.
Next, we present a fuzzy numerical method permitting to aggregate the infor-
mation from different sources for obtaining coordinated different weights of the
attributes.

Let us first briefly describe the basic Borda ranking method in the case when
a set of documents is to be ranked based on the information (possibly, contra-
dicting) provided by different attributes.

Suppose that there are N documents and K attributes, and that the k-th
attribute has an associated weight wk. The original Borda method assumes that
wk = 1, (however, later we consider that each wk is a positive, not necessarily
integer, number). A preference order supplied by each attribute ranks the doc-
uments in each category from the most preferred to the least preferred without
ties. A preference order in which x1 is ranked first, x2 is ranked second, and so
forth, is written here as < x1, x2, . . . , xN >.

For each attribute, points (grades) N − 1, N − 2, . . .. . . , and 0 are indepen-
dently assigned to the first-ranked, second-ranked, . . . , and last-ranked docu-
ment in each attribute’s preference order; then the winning document is the one
with the greatest total number of points. In other words, if rik is the rank of
document i by attribute k, the Borda count for document i is bi =

∑
k(N − rik).

The documents are then ordered according to decreasing order of these counts.
The ties are handled by evaluating the rank for a tied alternative as the average
of the associated rankings.

The Borda method has several advantages such as simplicity, computational
efficiency and minimum of voting paradoxes, but has also some inherent limi-
tations: (1) It is defined for equal attribute weights only; and (2) it does not
permit to handle inexact, uncertain and fuzzy data. Fuzzy versions of the Borda
method are capable to overcome these drawbacks.

The paper by Garcia-Lapresta and Martinez-Panero [6] considers a fuzzy
Borda method based on a matrix of pairwise comparison. The matrix entries
are numbers between 0 and 1 which represent their ”degrees of preference”.
They consider incomparability of some expert estimation, but do not consider
ties (indifference). In contrast, our fuzzy version of the Borda method represents
expert knowledge, and permits to take into account both incomparability and
indifference (ties). The generalization is done in two directions: (a) fuzzy ranking
with fuzzy numbers, in which case we use the fuzzy arithmetics, and (b) fuzzy
weighting of attributes and categories. These weights are linguistic variables
(very low, low, medium, high, very high, very weak, weak, medium, strong, very
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strong, very bad, bad, good, very good, etc.). We call this procedure the semantic
grading [1], [10]. When working with linguistic variables, we use AND/OR op-
erations of the Fuzzy Logic. This approach permits to efficiently integrate the
information obtained from different sources and different attributes.

3 Text Classification Using a Semantic Grading

Fuzzy inference is the process of formulating the mapping from a given input to
an output using fuzzy logic. The classic process of fuzzy inference according to
Mamdani [13], [14] involves five steps: (1) Fuzzify inputs and outputs, (2) Apply
fuzzy operators and formulate fuzzy if-then expert rules, (3) Apply the impli-
cation concept, (4) Aggregate the outputs, (5) Defuzzify. In contrast, instead of
using stages (3) - (5), we suggest to use a fuzzy Borda method with semantic
grading.

In the text classification method suggested, the fuzzy inputs will be the fol-
lowing: (a) levels of contribution to text classification of category j, provided
by different sources, such as the published literature, web sites, human experts,
etc.: very low, low, medium, high, very high, (b) levels of significance for text
classification of attribute k provided by different sources: again very low, low,
etc., (c) levels of source (”expert’s”) confidence, competence and reliability, and
(d) positions of the document d in a category (approximately 1, approximately
2,. . . ). We have also the logical operators: AND and OR.

In the fuzzy ordinal Borda method, the fuzzy outputs are fuzzy numbers
representing the fuzzy Borda’s counts: Fuzzy-Count(i) = N - (Approximate-
Rank(i)), i = 1, . . . , N .

In the fuzzy numerical Borda method, the fuzzy outputs are the following lin-
guistic variables: (a) levels of attribute’s importance (weights) wk (low, medium,
high), and (b) weights of text categories vj . The set of if-then rules is given a
priori. Examples of the if-then rules are:

(i) If expert’s (source’s) s estimation for significance of attribute k is high
and the competence of source s is high then the weight of attribute k (as seen
by expert s) is high. The latest linguistic value (high) will be an entry in the
corresponding semantic evaluation table (see Table 1).

(ii) If expert’s (source’s) s estimation for contribution of category j is low and
the competence of source s is medium then the weight of category j (as seen by
expert s) is low.

The basic idea of the semantic grading is to rate linguistic variables with nu-
meric estimates corresponding to each variable. For example low will correspond
to 1 and very high to 10. To simplify our presentation, we start with an example.
We study the importance wk of any attribute k to classify documents. Assume
that there are N = 5 attributes (denoted A, B, C, D, and E) which characterize
documents (these attributes are given at the beginning of Section 2). We wish
to determine their weights (importance) according to the information that come
from different sources (called ”experts”) (such as published literature, human
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experts, etc.). The expert estimates (EE) are collected in Table 1 using semantic,
or linguistic, variables. The Borda counts for each attribute are computed in
Table 2.

Table 1. Semantic Evaluation of Attributes by Each Expert (vh = very high, h = high,
m = medium, l = low)

EE1 EE2 EE3 EE4 EE5

Weight of A l l h l m
Weight of B m l l h l
Weight of C h vh vh h vh
Weight of D vh h m vh vh
Weight of E m l h m m

The fuzzy variables are calibrated by their numerical values nv as follows:
nv(l) = 1 or 2, nv(m) = 3 or 4, nv(h) = 6 or 7, nv(vh) = 9 or 10.

Table 2. The Borda Count (BC) for Each Attribute

EE1 EE2 EE3 EE4 EE5 BCk wk

Weight of A 1 1 6 1 4 13 0.107
Weight of B 4 1 2 1 6 14 0.116
Weight of C 6 9 10 7 6 38 0.314
Weight of D 10 6 3 9 9 37 0.306
Weight of E 4 1 6 4 4 19 0.157

The resulting Borda order of the attributes, automatically given by the voting
procedure, is: < CDEBA >. It means that attribute C (abstract) is more impor-
tant (relevant) than all the others. But what is most important, the procedure
also provides the rating, namely 38, 37, 19, 14, and 13, and weights 13

121 = 0.107,
14
121 = 0.116, and so on. These weights, as said above, are used as steps 4 and 5
of the suggested algorithm.

4 Case Study: Classification of Conference Abstracts

The method has been used for classifying the abstracts of 412 submissions to
the XXIX National Spanish Meeting of Statistics and Operations Research and
III Public Statistics Journeys (SEIO 2006). Each submission has been between
70 and 600 words with average 350. The method has permitted to classify the
submitted abstracts into 72 sections. It has worked in five steps: First, it iden-
tified (a) the set of five attributes characterizing the documents, (namely, title,
key-words, abstract, bibliography, and authors’ bio); (b) the set of 72 categories
predefined by experts (for example, Mathematical Programming, Scheduling,
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Graph Theory, Game Theory, Sampling, Probability) and (c) the sets of classi-
fying words and expressions in each category, each category’s set between 7 and
50 words with average 20.

Second, the algorithm automatically computed the fitness value fk
ij of docu-

ment i to category j with respect to attribute k; here the simple relation has
been used:

fk
ij = min{1,

gk
ij

αk
j

} (3)

where gk
ij is the number of words in attribute k of document i common with

classifying words in category j; αk
j is the number of classifying words such that

their presence in any document in attribute k is sufficient to classify such a doc-
ument into category j with maximum fitness equal 1 (these values are predefined
by experts). For example, consider attribute k = abstract of a document i = i∗,
and assume that αk

j is defined to be 5, then if four words in k are found common
to the classifying words of category j it implies that fitness fk

ij = 0.8. Another
example: if the attribute k = title and αk

j = 1 then any document with at least
one classifying word of category j in its title attains fk

ij = 1.
At the third step, using the set of decision rules of if-then type and the Borda

voting method, described above, the algorithm breaks ties by defining weights
(relative importance) vj of categories and weights wk of attributes which are lin-
guistic variables reduced to magnitudes in interval [0, 1]. The fourth step defined
the complete fitness fij of each document i to category j, by using formula (1).
The fifth step finally distributed the documents among the categories using the
standard cluster-analysis algorithm aimed to maximize the total classification
quality, which, in our case, was the total fitness of available documents to their
assigned categories given by formula (2), under predetermined constraints on
the cardinality of category sets.

Two diagrams representing the quality of classification F (C) (in %) are pre-
sented in Fig. 1. The first diagram represents F (C) as a function of the different
strategies (each strategy is defined by a characteristic set of fixed αk

j -values). In
our study, we selected αk

j to be a constant, αk
j = α for all j, k, and the five strate-

gies corresponded to the α-values 3, 5, 7, 10 and 12 words, respectively, with the
size S of the classifying sets equal to 50 words. The second diagram represents
F (C) as a function of different sizes of the classifying sets (from 40 to 80 words)
for a fixed value α = 7. The white column in each column series corresponds
to the automatic classification using all five attributes (K = 5), the black one
takes into account only two attributes title and key words (K = 2), and the grey
one corresponds to evaluations using attribute title only (K = 1). Notice that
in the case of K = 1, the corresponding values of α1j for attribute title are small
(usually, 1, 2 or 3), which implies that the experimental average values f1ij are
to be about 0.85. However, in fact, the total fitness F (C) for K = 1 has been
observed between 7% and 15% (see Fig. 1), due to the presence of attribute’s
weight, w1, which is about 0.1 in our experiments.
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Fig. 1. Fitness of the classification (by different strategies and by different size of
classifying sets)

5 Conclusions

We presented a new method for the classification of documents using the fuzzy
logic. The semantic grading of linguistic variables permits to better use experts
knowledge. This method has been verified for the case of the allocation of sub-
mitted abstracts into pre-assigned categories (sections of a national conference).
In our future research, we intend to apply our automatic classification method
to other document databases and compare it with other classification methods.
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Abstract. Commonly used vocabulary in Indian language documents
found on the web contain a number of words that have Sanskrit, Persian
or English origin. However, such words may be written in different scripts
with slight variations in spelling and morphology. In this paper we ex-
plore approximate string matching techniques to exploit this situation of
relatively large number of cognates among Indian languages, which are
higher when compared to an Indian language and a non-Indian language.
We present an approach to identify cognates and make use of them for
improving dictionary based CLIR when the query and documents both
belong to two different Indian languages. We conduct experiments using
a Hindi document collection and a set of Telugu queries and report the
improvement due to cognate recognition and translation.

Keywords: Telugu-Hindi CLIR, Indian Languages, Cognate
Identification.

1 Introduction

India is a multi-language, multi-script country with 22 official languages and 11
written script forms. About a billion people use these languages as their first lan-
guage. A huge amount of regional news and cultural information is usually found
on the web in these languages and is inaccessible to people of other regions within
the country. Information access technologies such as Cross-Language Information
Retrieval (CLIR) across various Indian languages remain largely unexplored. All
previous CLIR research involving Indian languages were conducted in combina-
tion with English. For example, ACM TALIP1 conducted a surprise language
exercise in 2003, which focused on CLIR systems to retrieve Hindi documents
for the given English queries. Similarly, ad-hoc CLIR evaluation tasks were con-
ducted at CLEF2 in 2006 to evaluate systems’ performance to retrieve English
documents for a given set of Hindi and Telugu queries[1]. Most of the Indian
language texts in the print and online media have a number of words that have
1 ACM Transactions on Asian Language Information Processing.
2 Cross Language Evaluation Forum. http://www.clef-campaign.org

F. Masulli, S. Mitra, and G. Pasi (Eds.): WILF 2007, LNAI 4578, pp. 430–437, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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originated from Sanskrit, Persian and English. While in many cases one might
argue that such occurrences do not belong to an Indian language, the frequency
of such usage indicates a wide acceptance of these foreign language words as
Indian language words. In many cases these words are also morphologically al-
tered as per the Indian language morphological rules to generate new variant
words. We treat all such words which have a common origin as cognates and
study how we can use approximate string matching techniques to the problem
of CLIR. An example of a cognate pair for the word ‘school’ in English, across
Indian languages is ‘������’ (pronounced as ‘vidyaalaya’) in Hindi and ‘

’ (pronounced as ‘vidyaalayamu’) in Telugu, both of which are derived
from Sanskrit. In this paper we particularly attempt to exploit the similarity
among various Indian language words, which may share relatively more number
of cognates when compared to an Indian language and another non-Indian lan-
guage.

Some of the traditional approaches to perform query translation for CLIR
include machine translation (MT), parallel or comparable corpus and machine-
readable bilingual dictionary. MT and parallel corpus based approaches do not
work well, in general, for CLIR [2,3][4]. Bilingual dictionaries generally con-
tain more verbose definitions with examples which are not very suitable for
retrieval. An IR system needs only direct translation of each search term [2].
In general, proper names and technical terms are absent in these dictionaries
used by CLIR systems. Also, a bilingual dictionary has a greater coverage of
source language words compared to that of target language. Thus, using only
a bilingual dictionary approach can miss out on some of the words of the tar-
get language that might have been present in the documents. These issues of
CLIR also apply in Indian language to Indian language (IL-IL) information re-
trieval scenario. As Indian languages exhibit significant similarity in vocabulary,
we incorporate cognate identification technique in addition to using a bilingual
dictionary.

Cognate identification has been found to be useful in aligning sentences [5],
aligning words [6], and in translation lexicons induction [7,8]. In CLIR, Pirkola
et al. [9] extracted similar terms between English and Spanish from a bilingual
dictionary to assist in automatic rule generation for translation, and many stud-
ies similar to these exist in closely related languages. However, no such studies
exist to study the effect of cognates in CLIR when the documents are to be re-
trieved from one Indian language for a given query in a different Indian language.
In this paper we conduct some experiments in this direction and explore some
approximate string matching techniques and their performance in the context
of Indian language CLIR.

The paper is organized as follows. Section 2 gives a detailed description of the
Indian language to Indian language CLIR system architecture. In Section 3 we
describe the evaluation framework of our system and experimental setup, and
in Section 4 we present the results of our experiments. Finally, in Section 5, we
discuss the future work and conclude.



432 R. Makin et al.

2 Indian Language CLIR System Architecture

In this paper, we report an Indian language - Indian language information re-
trieval system which takes a query in one Indian language (IL1) and retrieves
documents of another Indian language (IL2). The high-level architecture of this
system is depicted in Figure 1. The user issues a query in IL1 which is tokenized

Join
Search in IL2

documents

1000 top−ranked
documents

Cognate
Identification

Bilingual (IL1−IL2)
Dictionary

No cognates and

found

no bilingual
dictionary entry

Each IL1
keyword

Tokenizer

into IL2
Transliterate

Bilingual Dictionary
equivalent of IL1
keyword, if exists

Transliterated form
of IL1 keyword

Query in IL2
Cognates of IL1

keyword identified in
IL2 vocabulary list

Query in IL1
IL1 query

keywords

Fig. 1. High-level architectural view of Indian language - Indian language CLIR system

into keywords. These query keywords are then looked up in IL1-IL2 bilingual
dictionary to get the corresponding IL2 keywords.

The IL1 query keywords are also searched for their corresponding cognates
in IL2. For this we first extract words from an IL2 corpus to have a reasonably
good vocabulary of IL2. For each query keyword in IL1, the IL2 vocabulary list
is searched to identify its cognates. We hypothesize that the likelihood of the
two words across a pair of Indian languages to be cognates is highly correlated
with their orthographic similarity. Hence we use the string similarity metrics for
cognate identification. In this work, we make use of the Jaro-Winkler similarity
[10][11], which adjusts the weights of pairs s, t that share a common prefix to give
them more favorable score; the Levenstein distance, which is a string similarity
measure, defined as the minimum cost needed to convert a string s into another
string t ; and the Longest Common Subsequence Ratio, or LCSR [5] which takes
the ratio of the longest common subsequence of pairs s, t to the length of the
longest string amongst the two.

Jaro-Winkler’s similarity score is computed as follows:

JaroWinkler(s, t) = Jaro(s, t) +
(
P

10
∗ (1.0− Jaro(s, t))

)
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Jaro(s, t) =
1
3

(
|s′|
|s| +

|t′|
|t| +

|s′| − Ts′,t′
2|s′|

)

where P: length of common prefix; s, t : input strings; s′: characters in s that
are common with t ; t′: characters in t that are common with s ; Ts′,t′: number
of transpositions of characters in s′ relative to t′.
And LCSR is defind as:

LCSR(s, t) =
|LCS(s, t)|
max(|s|, |t|)

where LCS(s,t) is the longest common subsequence in strings s and t.
Since the scripts of IL1 and IL2 may differ, our cognate identification tech-

nique performs a phonetically motivated comparison of IL1 and IL2 words using
the above mentioned orthographic similarity functions. This phonetic based ap-
proach allows matching to be carried out across any pair of two scripts.

The keywords, for which no bilingual dictionary equivalents and no cognates
are identified, are transliterated into IL2 using a pre-determined set of mapping
rules between the two scripts. The combined query resulting from all these three
steps, viz. bilingual dictionary look-up, cognate identification, and transliter-
ation, is then used to retrieve the IL2 documents using the full-featured text
search engine, Lucene3.The result set of documents obtained is ranked accord-
ing to Lucene′s scoring criterion from which only 1000 highest-ranked documents
are collected.

3 Experiments

The experiments were carried out on the two Indian languages, Hindi and Telugu.
The choice of the above two languages was made because of the availability of
the resources, and to ease the relevance judgment and manual translation tasks.
As Hindi and Telugu are quite different in nature and the cognate identification
technique is independent of the languages used, our system can work across any
pair of Indian languages. The document collection for our experiments comprised
of around 50,000 electronic news articles (in Hindi) published during 2003 and
2006 by the BBC Hindi and Navbharat Times websites4. These documents cov-
ered various domains including politics, sports, science and entertainment. The
test set consisted of 50 Telugu queries framed by the native Telugu speakers,
based on the guidelines that the queries should be related to the events occurred
during 2003 and 2006, and should belong to the above mentioned domains.

Evaluation Framework. We used Cranfield evaluation methodology to assess
the performance of our Indian Language CLIR system. Relevance judgment was
manually performed by the native Hindi speakers, for which the Telugu test
queries had to be translated into Hindi. These Hindi speakers were different
from the people who came up with the test set.
3 Text Search Engine Lucene - http://lucene.apache.org/
4 http://www.bbc.co.uk/hindi/ and http://navbharattimes.indiatimes.com/
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Setup. In our work, we experimented with the Jaro-Winkler, Levenstein dis-
tance and LCSR similarity measures individually to identify cognates. The bi-
nary classification of cognates was done with an empirically chosen threshold5.
The list of potential Telugu-Hindi cognate pairs thus obtained was sorted in the
descending order of the scores assigned by the similarity functions. We believe
that the true cognates will occur more frequently towards the top of the sorted
list and decrease in frequency as we descend this list. Based on this belief, we
introduced the notion of window size, which defines the number of cognates to be
taken for every Telugu keyword. The experiments were conducted with window
size varying from 1 to 10, where the maximum limit was empirically chosen.

Experiments were performed with six models, where the first three models
(Jaro-Winkler, LCSR, and Levenstein) are based on orthographic similarity, and
perform cross-language retrieval exclusively on the basis of cognates identified.
The last three models combine the bilingual dictionary approach with each of the
cognate identification techniques. To compare the performance of our system,
two baseline methods were chosen, the upper baseline being the monolingual
performance of our system and the lower one being the bilingual dictionary6

method.

4 Results

We evaluated our experimental results on 11-point interpolated recall - preci-
sion averages [12], mean average precision (MAP), geometric average precision
(GAP), and recall using standard trec-eval. Baseline-1 is the monolingual perfor-
mance of the system and Baseline-2 is the bilingual dictionary approach. Model-1
is based on only the cognate identification approach using Jaro-Winkler simi-
larity. Similarly, Model-2 corresponds to LCSR, and Model-3 to Levenstein dis-
tance. Model-4 to Model-6 combine bilingual dictionary approach with Model-1
to Model-3 respectively. In this section, we compare the six different models and
analyze the performance of our CLIR system with each of these models. We then
discuss the effect of varying window size on the performance of a model.

Comparisons. The Hindi monolingual run retrieved relevant documents for all
the 50 queries. However, relevant documents were retrieved by only 72% (36) of
the queries in the cross-lingual run using Baseline-2. Table 1 compares recall,
MAP, and GAP of six different models for window size 3 (the performance of
our system was comparatively better on this window size) with the baselines on
the test set of 50 Telugu queries.

Surprisingly, impressive results are achieved with the cognate techniques
alone. Cross-lingual retrieval based only on the cognates identified using Jaro-
Winkler similarity shows an increase of 51.67% in MAP and 162.5% in GAP on
comparison with Baseline-2, with only a slight decrease of 11.2% in recall.
5 Thresholds chosen were 0.90 for Jaro-Winkler, and 0.85 for Levenstein and LCSR.
6 Telugu-Hindi bilingual dictionary http://ltrc.iiit.net/onlineServices/Dictionaries/

Tel-Hin DictDwnld.html
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Table 1. Comparison of recall, MAP, and GAP for all the models on window size 3
and the baselines

Baseline-1 Baseline-2 Model-1 Model-2 Model-3 Model-4 Model-5 Model-6

Recall 0.9907 0.6059 0.5381 0.4865 0.4479 0.6875 0.6628 0.6418
MAP 0.5611 0.1647 0.2498 0.1976 0.1692 0.2771 0.2449 0.2074
GAP 0.4133 0.0048 0.0126 0.0042 0.0023 0.0263 0.0186 0.0113

Table 1 also strongly suggests that combining the bilingual dictionary ap-
proach with the cognate identification techniques in Indian language - Indian
language scenario yields more effective results than using these approaches indi-
vidually. This is not unexpected as the drawbacks of taking only the dictionary
approach, as mentioned in Section 1, are solved to a good extent by using cog-
nates. Similarly, only cognate techniques do not perform as well as the combined
approaches since there is a possibility that cognate pairs can have different mean-
ings. Also due to partial overlap in the vocabulary of Indian languages, cognates
may not necessarily exist for every word. These drawbacks are by and large com-
pensated by the use of bilingual dictionary.

Even among the combined approaches, dictionary with Jaro-Winkler sim-
ilarity computation shows better performance than the other two combined
approaches. Using this Model-4, on an average, only 84% (42) of the queries
retrieved relevant documents. 78.57% (33) of these 42 queries performed better
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with this model in terms of recall and average precisions than with Baseline-2.
We believe that good cognates couldn’t be found for the keywords in the re-
maining 21.43% (9) of the queries, and hence the performance deteriorated. Out
of the 14 queries for which Baseline-2 could not retrieve relevant documents, on
an average Model-4 succeeded in retrieving for 50% of them. For window size
3, we observe that this model leads to a significant increase of 68.25% in MAP,
447.92% in GAP and 13.45% in recall on comparison with Baseline-2. However,
its performance is still lower by 30.60% in recall, 50.61% in MAP, and 93.64% in
GAP when compared with Baseline-1. This is very much expected as the mono-
lingual retrieval performance is generally acknowledged as the practical limit.

Figure 2 gives a more detailed comparison of the effectiveness of the models
on test queries for window size 3, in the form of 11-point interpolated recall-
precision curves. These curves confirm to our findings above. The variations in
the results obtained on varying the similarity measures are highly correlated to
how well the cognates are identified by these measures.

Window Size Variation. Table 2 shows the effect of variations in window size
on the combined apporach of dictionary and LCSR. We notice that significant

Table 2. Effect of varying window size from 1 to 10 on recall, MAP, and GAP using
the bilingual dictionary approach with LCSR

Window Size 1 2 3 4 5 6 7 8 9 10

Recall 0.6860 0.6512 0.6628 0.6574 0.6767 0.6744 0.6775 0.6775 0.6775 0.6775
MAP 0.2313 0.2439 0.2449 0.2435 0.2336 0.2354 0.2387 0.2405 0.2404 0.2414
GAP 0.0168 0.0167 0.0186 0.0173 0.0188 0.0189 0.0213 0.0212 0.0211 0.021

variations in recall, MAP, and GAP occur when the window size is varied from
1 to 3. The variations in these measures decrease as the window size is further
varied from 4 to 6. On any further increase in the window size, we observe that
the variations become more or less constant. This suggests that the maximum
number of true cognates get identified within window size 3, which confirms to
our belief that true cognates occur near the top of the sorted cognate pairs list.
Similar behavior is observed for other models as well.

5 Conclusion and Future Work

We came up with an Indian language - Indian language IR system, which exploits
the significant overlap in vocabulary across the Indian languages. We identified
cognates using some of the well-known similarity measures, and incorporated
this technique with the traditional bilingual dictionary approach. The effective-
ness of our retrieval system was compared on various models. The results show
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that using cognates with the existing dictionary approach leads to a significant
increase in the performance of our system. Experiments have also led to the sur-
prise finding that our Indian Language CLIR system based only on the cognates
approach performs better, on an average, than the dictionary approach alone.
This shows a good promise for cross-lingual retrieval across those pairs of related
languages for which bilingual dictionaries do not exist.

In the future, we would like to measure the degree of similarity among other
Indian languages with our CLIR system. We would also like to extend our system
to perform cross-lingual retrieval across those pairs of Indian languages which
have a little overlap between their vocabularies, but are significantly related to
some third Indian language.
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Abstract. Nowadays, the multimodal nature of the World Wide Web is
an evidence. Web sites which include video files, pictures, music and text
have become widespread. Furthermore, multimodal collections in several
languages demand to apply multilingual information retrieval strategies.
This paper describes a new retrieval technique applied on a multimodal
and multilingual system that have been tested on two different multilin-
gual image collections. The system applies several machine translators
and implements some novel heuristics. These heuristics explore a vari-
ety of ways to combine the translations obtained from the given set of
translators, and the configuration of the retrieval model by using differ-
ent weighting functions, and also studying the effect of pseudo-relevance
feedback (PRF) on this domain. Our results show interesting effects by
these variations, allowing the determination of the parameters for the
best retrieval model on this data and reporting the loss in performance
on each language.

1 Introduction

Human communication is intrinsically multimodal, exchanging information on
several media: text, audio, image or video. With the advances of technology,
current communication systems are become increasingly multimodal. Content-
Based Multimedia Information Retrieval (CBMIR) provides new paradigms and
methods for searching on this multimodal information. Furthermore, multimodal
collections that include several languages are creating the necessity of apply-
ing multilingual information retrieval strategies. The retrieval of information on
these systems involves the use of the text associated to any piece of information,
no matter its format, in order to provide a response to a textual query.

As a cross-language retrieval task, a multilingual image retrieval based on
query translation can achieve high performance. The ad-hoc task involves the
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retrieval of relevant images using the text associated to each image query. This
paper describes a new retrieval technique applied on a multimodal and mul-
tilingual system that works with several translators combined using different
heuristics.

Given a multilingual query, the main goal is to find as many relevant im-
ages as possible from a given image collection. In our experiments, we have
used the collections supplied by the CLEF1 organization in order to accomplish
the ImageCLEF2 task. The CLEF (Cross-Language Evaluation Forum) cam-
paign is an international meeting whose purpose is to organize a competition
to evaluate different multilingual systems. Furthermore, the ImageCLEF task
(the cross-language image retrieval track) includes a multimodal collection and
runs as part of CLEF. Specifically, we have used two different image collections:
the St. Andrews collection of historic photographs and the IAPR TC-12 image
collection.

Documents in the collection are in English but the textual queries include
several languages: nine different languages for the St. Andrews collection (Eng-
lish, Dutch, Italian, Spanish, French, German, Danish, Swedish and Russian)
and seven languages for the IARP collection (Dutch, English, French, German,
Italian, Portuguese and Spanish). The collections have been preprocessed us-
ing stop-words removal and the Porter’s stemmer algorithm for suffix stripping.
Certain tags have been selected as relevant to this task. The collections have
been indexed using the LEMUR3 Information Retrieval (IR) system. We have
translated all queries into English before passing them to the IR system.

We have also developed a new translation module which combines a set of
Machine Translators following some heuristics. These heuristics are, for instance,
the use of the translation made by the translator by default, a combination with
the translations of every translator, or a combination of the words with a higher
punctuation (i.e. those words appearing in all translations get one point, and
two points for those appearing in the default translation).

The proposal of this paper is to compare results with and without pseudo-
relevant feedback, with or without query expansion, using different methods of
query translation or using different retrieval models and weighting functions.

The paper is organized as follows. First, we present our framework and we
introduce briefly the image collections used. Then, we describe the experiments
accomplished and we show the results obtained. Finally, we present our conclu-
sions and plans for future research.

2 Experimentation Framework

Our system, applied on a multimodal and multilingual environment, works with
several translators combined using different heuristics.

1 http://www.clef-campaign.org/
2 http://ir.shef.ac.uk/imageclef/
3 Available at http://www.lemurproject.org/
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2.1 Collections Description

We have used two different image collections to accomplish the experiment. The
first one is the St. Andrews collection of historic photographs. The St. Andrews
collection contains 28,133 historic photographs provided by St. Andrews Uni-
versity Library4[1], which holds one of the most important collections of historic
photography in Scotland. Most of the photographs are in black and white and
were taken by Scottish photographers or Scottish photographer companies. All
of images in St. Andrews collection have associated textual captions written in
British English. The captions consist of 8 fields including title, photographer,
location, date and one or more pre-defined categories (all manually assigned
by domain experts). Figure 1a shows a sample image with its corresponding
annotation.

Short title: Rev Willian Swan.
Long title: Rev William Swan.
Location: fife, Scotland
Description: Seated, 3/4 face studio
portrait of a man.
Date: ca.1850
Photographer: Thomas Rodger
Categories: [ ministers ][ identified
male ][ dress - clerical ]
Notes: ALB6-85-2 jf/ pcBIOG: Rev
William Swan ( ) ADD: Former
owners of album: A Govan then J
J? Lowson. Individuals and other
subjects indicative of St Andrews
provenance. By T. R. as identified by
Karen A. Johnstone ” Thomas Rodger
1832-1883. A biography and catalogue
of selected works”.

(a) Sample image caption (b) Sample topic with title:
”Woman in white dress”

Fig. 1. Samples from St. Andrews collection

We have used 28 topics with this collection. Each topic consists of a short
sentence or phrase describing the search request in a few words (title), and a
description of what constitutes a relevant or non-relevant image for that search
request (narrative). Both topic title and narratives have been translated into
the following languages: German, French, Italian, Spanish (European), Spanish
(Latin American), Chinese (Simplified), Chinese (Traditional) and Japanese.
Translations have also been produced for the titles only and these are available
in 25 languages including Russian, Croatian, Bulgarian, Hebrew and Norwegian.
All translations have been provided by native speakers and verified by at least
another native speaker. Figure 1b shows a sample of a topic.

Colour information, which typically plays an important role in CBIR, is inef-
fective due to the nature of the St. Andrews collection (historic photographs).
Also unlike typical CBIR benchmarks, the images in the St. Andrews collection
are very complex containing both objects in the foreground and background
which prove indistinguishable to CBIR methods. There are obvious limitations

4 http://www-library.st-andrews.ac.uk/
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with the existing collection: mainly black and white images, domain-specific vo-
cabulary used in associated captions, restricted retrieval scenario (i.e. searches
for historic photographs) and experiments with limited target language (English)
are only possible (i.e. we cannot test further bilingual pairs). To address these
issues and widen the image collections available to ImageCLEF participants, the
organizers replaced the database in 2006 by a new collection of images from a
personal photographic collection with associated textual descriptions in other
languages, in addition to English. This new collection is the IAPR TC-12 image
collection.

The IAPR TC-12 Benchmark was created under Technical Committee 12 of
the International Association of Pattern Recognition (IAPR5). This image col-
lection consists of 20,000 images taken from locations around the world and
comprising a varying cross-section of still natural images. It includes pictures
of a range of sports, actions, photographs of people, animals, cities, landscapes
and many other aspects of contemporary life. The collection contains many dif-
ferent images of similar visual content, but varying illumination, viewing angle
and background. This makes it a challenge for the successful application of vi-
sual analysis techniques. Each image in the collection has a corresponding semi-
structured caption consisting of the following seven fields: a unique identifier,
a title, a free-text description of the semantic and visual contents of the image
(what we called here narrative), notes for additional information, the provider
of the photo, where the photo was taken, and when the photo was taken. These
fields are given in English and German. Figure 2a shows a sample image with
its corresponding English annotation.

In order to increase the reliability of results, a total of 60 topics was provided
to participants of ImageCLEF 2006. Each original topic comprised a title (a short
sentence or phrase describing the search request in a few words), and a narrative
(a description of what constitutes a relevant or non-relevant image for each re-
quest). In addition, three sample images were provided with each topic in order
to test relevance feedback (both manual and automatic) and query-by-example
searches. The topic titles were then translated into 15 languages including Ger-
man, French, Spanish, Italian, Portuguese, Dutch, Russian, Japanese, and Sim-
plified and Traditional Chinese. All translations were provided by at least one
native speaker and verified by at least one another native speaker. Figure 2b
shows a sample of a topic.

2.2 Preprocessing and Translation Heuristics

For both collections, a pre-processing of documents and queries was performed
using stop-words removal and the Porter’s stemmer algorithm for suffix strip-
ping [4]. Resulting documents (not queries) were indexed with the LEMUR IR
System. Our main objective during these two years was to test the translation
module, as detailed in experiment below.

5 http://www.iapr.org/
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<DOC>

<DOCNO>annotations/16/16019.eng</DOCNO>

<TITLE>Flamingo Beach</TITLE>

<DESCRIPTION>a photo of a brown sandy beach; the

dark blue sea with small breaking waves behind

it; a dark green palm tree in the foreground on

the left; a blue sky with clouds on the horizon

in the background;

</DESCRIPTION>

<NOTES>Original name in Portuguese: "Praia do

Flamengo"; Flamingo Beach is considered as one

of the most beautiful beaches of Brazil;</NOTES>

<LOCATION>Salvador, Brazil</LOCATION>

<DATE>2 October 2004</DATE>

<IMAGE>images/16/16019.jpg</IMAGE>

<THUMBNAIL>thumbnails/16/16019.jpg</THUMBNAIL>

</DOC>

<top>

<num> Number: 14 </num>

<title> scenes of footballers in action </title>

<narr> Relevant images will show football (soccer) players in

a game situation during a match. Images with footballers that

are not playing (e.g. players posing for a group photo, warming

up before the game, celebrating after a game, sitting on the

bench, and during the half-time break) are not relevant. Images

with people not playing football (soccer) bur a different code

(American Football, Australian Football, Rugby Union, Rugby

Leage, Gaelic Football, Canadian Football, International Rules

Football, etc.) or some other sport are not relevant.

</narr>

<image> images/31/31609.jpg </image>

<image> images/31/31673.jpg </image>

<image> images/32/32467.jpg </image>

</top>

(a) Sample image caption from the
IAPR TC-12 collection

(b) Sample topic with three images

Fig. 2. Samples from IAPR TC-12 collection

In the ImageCLEF 2005 evaluation forum, using the St. Andrews collection,
nine languages were studied. We developed a Machine Translation Module that
worked with several online machine translators to translate the queries from any
language to English.

We have used some Machine Translators (in brackets the translator by default
for each language):

– Epals (German and Portuguese)
– Prompt (Spanish)
– Reverso (French)
– Systran (Dutch and Italian)

The merging of translators’ results has alreadybeen studied in previous research
works by other authors [9,7]. In our experiments, in order to combine the transla-
tions produced by former applications, we explored the following heuristics:

– The first one is the use of the translation made by the translator by default
– The second one is a combination with the translations of every translator
– The third one is a combination of the words with a higher punctuation, where

this punctuation is built using some features such as the word frequency in
the translations, the named entities recognized and the translator used.

After some testing, the best heuristic was the second one and the most suit-
able translators were found to be Systran (for Dutch, French, German, Ital-
ian, Russian and Swedish) and Prompt (for both European and Latinoamerican
Spanish).
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The search space for the best set of parameters covers the use of the query
title or title+narrative as final query, the weighting function to be used, such
as Okapi or TFIDF, and the convenience of use of pseudo-relevance feedback
(PRF). Table 1 shows a summary of experiments submitted and results obtained
for all these languages [5]. The results obtained showed that in general the use
of query expansion improves the results, as is displayed in Figure 3. Only one
Italian experiment without query expansion got a better result. In the case of
the use of only title or title + narrative, the results are not conclusive, but the
use of only title seems to get better results (see figure 4 for a graphical view of
this fact).

Table 1. Summary of results for the English monolingual adhoc runs and the best
ones for other bilingual runs (with the Okapi weighting scheme) on the St. Andrews
collection

Language Initial Query Expansion MAP % over mono. Rank
Monolingual En(English) title + narr with 0.3727 n/a 31/70
Monolingual En(English) title without 0.3207 n/a 44/70
Monolingual En(English) title with 0.3168 n/a 45/70
Monolingual En(English) title + narr without 0.3135 n/a 46/70
Bilingual DeEn(German) title with 0.3004 58.8% 4/29
Bilingual DuEn(Dutch) title with 0.3397 66.5% 2/15
Bilingual FrEn(French) title + narr with 0.2864 56.1% 1/17
Bilingual ItEn(Italian) title without 0.1805 35.3% 12/19
Bilingual RuEn(Russian) title with 0.2229 43.6% 11/15
Bilingual SpEn(Spanish Eur) title with 0.2416 47.3% 5/33
Bilingual SpEn(Spanish Lat) title with 0.2967 58.1% 8/31
Bilingual SwEn(Swedish) title without 0.2074 40.6% 2/7

In 2006 the collection used was the IAPR TC-12 collection, as pointed out pre-
viously. This time a new translation module was developed, which combines the
following Machine Translators and heuristics: Epals (German and Portuguese),
Prompt (Spanish), Reverso (French) and Systran (Dutch and Italian). Heuristics
applied are, for instance, the use of the translation made by the translator by
default, a combination with the translations of every translator, or a combina-
tion of the words with a higher punctuation (scoring two points if it appears
in the default translation, and one point if it appears in all of the other trans-
lations). To evaluate our framework we can summarize the results obtained at
each participation of our group in the CLEF campaign.

The experiments performed over the IAPR TC-12 collection for the Image-
CLEF 2006 evaluation forum show also interesting results. This time seven lan-
guages were considered in our experiments: Dutch, English, French, German,
Italian, Portuguese and Spanish. In table 2, we can see the global results, for
the English monolingual run and the other bilingual runs [6]. The best machine
translation heuristic was the use of the translation made by the default trans-
lator (for each language pair) plus the words that appear in two or more of the
other translations, obtaining the best results with pseudo-relevance feedback and
Okapi a weighting function. The results show that there is a loss of MAP be-
tween the best monolingual experiment and this bilingual experiment, namely
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Fig. 3. Graphical view of results for different biligual experiments using the Okapi
weighting scheme on the St. Andrews collection. MAP versus expansion.

Fig. 4. Graphical view of results for different biligual experiments using the Okapi
weighting scheme on the St. Andrews collection. MAP versus text used in query (title
or title+narrative).
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aproximately 28%. Yet, the other results in the English monolingual task are
less acceptable compared to the German bilingual ones, which were found to be
more robust to variations in the parametrization of the system. In general, there
is a loss of precision compared to the English monolingual results. The Spanish
result is the best over all bilingual experiments.

Table 2. Summary of results for the English monolingual adhoc runs and the other
bilingual runs on the IAPR TC-12 corpus

Language Initial Query Expansion Weight MAP Rank
Monolingual En(English) title + narr with Okapi 0.2234 9/49
Monolingual En(English) title + narr without Okapi 0.0845 38/49
Monolingual En(English) title + narr with Tfidf 0.0846 37/49
Monolingual En(English) title + narr without Tfidf 0.0823 39/49
Bilingual DeEn(German) title + narr with Okapi 0.1602 4/8
Bilingual DeEn(German) title + narr without Okapi 0.1359 7/8
Bilingual DeEn(German) title + narr with Tfidf 0.1489 5/8
Bilingual DeEn(German) title + narr without Tfidf 0.1369 6/8
Bilingual DuEn(Dutch) title + narr with Okapi 0.1261 4/4
Bilingual FrEn(French) title + narr with Okapi 0.1617 5/8
Bilingual ItEn(Italian) title + narr with Okapi 0.1216 13/15
Bilingual PtEn(Portuguese) title + narr with Okapi 0.0728 7/7
Bilingual SpEn(Spanish) title + narr with Okapi 0.1849 4/7

3 Conclusions and Future Work

We have reported on our experimentation in a multimodal and multilingual
environment. We have used image collections where each image has an associated
text.

We have tried a new Machine Translation module. The application of some
heuristics improves the bilingual results, but we consider that further study on
the queries with the poorest results is needed in order to improves them. The
results are quite good, but in some languages the translation is not that relevant.

Another main conclusion is that the pseudo-relevance feedback increases sig-
nificantly the results, recommending its use in any case.

Our next work will be the pursuit of improvement on the results focusing on
the retrieval phase, applying new techniques of query expansion (using Thesaurus
or web information), investigating other heuristics for the Machine Translation
module and the combination of results of the text retrieval with another module
that works with image information.
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Abstract. The paper reports on recent experiments in cross-lingual
document processing (with a case study for Bulgarian-English-Romanian
language pairs) and brings evidence on the benefits of using linguistic
ontologies for achieving, with a high level of accuracy, difficult tasks
in NLP such as word alignment, word sense disambiguation, document
classification, cross-language information retrieval, etc. We provide brief
descriptions of the parallel corpus we used, the multilingual lexical on-
tology which supports our research, the word alignment and word sense
disambiguation systems we developed and a preliminary report on an on-
going development of a system for cross-lingual text-classification which
takes advantage of these multilingual technologies. Unlike the keyword-
based methods in document processing, the concept-based methods are
supposed to better exploit the semantic information contained in a par-
ticular document and thus to provide more accurate results.

Keywords: cross-lingual document classification, multilingual lexical
ontology, parallel corpora, word alignment, word sense disambiguation.

1 Introduction

The recent advancements in corpus linguistics technologies, as well the availabil-
ity of more and more textual data, demonstrated that various well established
monolingual applications could achieve a higher level of accuracy when per-
formed on parallel data. This is not surprising as human translators incorporate
a great deal of linguistic and world knowledge into their translations and when
this knowledge is (even partially) revealed, it represents an exceptionally use-
ful resource for better solving challenging NLP tasks. For instance, word sense
disambiguation (WSD), a very difficult task (AI-complete), has been shown to
achieve superior accuracy when done on a parallel document than in a monolin-
gual text.

This paper is organized as follows: in section 2 we introduce the parallel corpus
we work with, part of a 22-languages parallel corpus, and we shortly describe the
lexical ontology we rely on in processing parallel corpora. In section 3 we give
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an overview of the word aligning and word sense disambiguation procedures
which are highly instrumental to many NLP hard problems. In section 4 we
will report on an ongoing research on a concept-based document classification
system. Finally, we draw some conclusions and outline future work plans.

2 JRC-Acquis and the Aligned Wordnets

Parallel corpora became recently one of the most required language resources, be-
cause they have been proved to be essential for the development of several multi-
lingual applications such as statistical machine translation (including translation
consistency checking), multilingual categorisation, extraction of multilingual dic-
tionaries, aligning lexical ontologies, training and testing of the multilingual infor-
mation extraction software and many others. JRC-Acquis [1] is a unique parallel
corpus as far as the number of languages contained (22 languages) and size of the
monolingual texts (an average of more than 9 million words per languages).

An additional feature of the JRC-Acquis is the fact that most texts have been
manually classified into subject domains according to the EUROVOC thesaurus,
which is a classification system with over 6000 hierarchically organised classes.
The JRC-Acquis parallel corpus was sentence aligned for all the language pairs
(210) and it is a public resource (http://wt.jrc.it/lt/acquis/), already at the ver-
sion 2.2. Although the number of documents in individual languages is almost
20,000, the JRC-Acquis distribution contains a subset of the Acquis Communau-
taire documents because not all the existing documents are translated in all the
languages. We recently created a trilingual corpus (Bg-En-Ro) containing 16291
files in Bulgarian, 7972 in English and 18291 in Romanian. The set of English
documents was extracted from JRC-Acquis version 2, while the documents for
Bulgarian and Romanian were downloaded from the CCVISTA server of the
Technical Assistance Information Exchange Office in Brussels. The number of
documents available in all three languages was 7420. We extracted various sta-
tistics from each file for all three languages and we eliminated the documents the
statics of which did not correlate in the three languages. We took into account
the number of paragraphs and words. The number disparities occurred because
in the JRC-Acquis the annexes were eliminated while on the CCVISTA server,
the documents are complete. So, we automatically filtered out the Ro and Bg
documents that, unlike the En documents, included the annexes. The final num-
ber of retained documents was 4880. Table 1 displays quantitative information
for the trilingual parallel corpus, before and after the correlation filtering.

Table 1. Bg-En-Ro parallel corpus before (B) and after (A) filtering

Language Bg(B) En(B) Ro(B) Bg(A) En(A) Ro(A)

docs 7420 7420 7420 4880 4880 4880
pars 775504 446020 820569 357654 299486 348168

words 9747796 88821220 9844904 5849462 6046003 5784323
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The Romanian and Bulgarian documents were available in MS Word format
and we converted them in the xml TEI format of the JRC distribution (Fig. 1).
The parallel documents of our sub-corpus were sentence aligned, tokenized, lem-

Fig. 1. Documents (Ro, Bg) encoded in compliance with the JRC-Acquis format

matized, and tagged. The tagset used is MULTEXT-EAST (nl.ijs.si/ME/) com-
pliant. The multilingual XML encoding, exemplified in Figure 2, was inspired
by XCES-Ana-Align specifications (http://www.xml-ces.org/). The XCES-Ana-
Align format is the standard input for our word alignment and word disambigua-
tion platform which will be briefly described in the section 3.

The BALKANET European project [2] created a collection of interlingually
aligned wordnets for Bulgarian, Czech, Greek, Romanian, Serbian and Turk-
ish languages, following the basic principles of EUROWORDNET [3]. The In-
terLingual Index (ILI) of the BALKANET wordnets is the Princeton Word-
Net2.0 (PWN2.0) [4]. Due to the projection of the Suggested Upper Merged
(SUMO) Ontology [5] over PWN2.0, and by the multilingual equivalence linking
of the BALKANET monolingual wordnets to the PWN2.0, the SUMO/MILO
labelling and inference rules are directly available to any synset of any monolin-
gual wordnet. For instance the PWN2.0 synset (permit :1, allow :2, let :3, counte-
nance:1) tagged by the SUMO/MILO category confersRight1 has the ID ENG20-
00776433-v which uniquely identifies the Bulgarian synset (pozvolyavam:3,
1 This is a base ontology relation described in SUMO as: ”%2 %n {doesn’t} &%allow

%p{s}%3 to perform task of the type %1”.
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razreshavam:3) and the Romanian synset (̂ıncuviinţa:1, ı̂ngădui :1.1.1, permite:
1.2). Although both Bulgarian and Romanian wordnets are significantly smaller
(currently they have about 30,000 and respectively 40,000 synsets) than Prince-
ton WORDNET (more than 115,000 synsets) due to the development strategies
adopted by the BALKANET consortium, the general texts coverage is very high,
as most usual words are encoded in our wordnets.

Fig. 2. The sentence aligned, tagged and lemmatized trilingual (En-Ro-Bg) corpus

3 Word Alignment and Word Sense Disambiguation

We developed an automatic procedure for word sense disambiguation in parallel
texts that takes advantage of the way the words in one language were translated
in the other languages. Revealing the translators knowledge embedded in the
parallel texts is achieved by a highly accurate statistics-based sentence and word
alignment system2, described elsewhere [6].

The word alignment system uses a statistical alignment model and a statistical
translation dictionary. For the statistical translation dictionary we use GIZA++

2 The alignment system is called COWAL, and was the best rated in the ACL 2005
Romanian-English shared task on word alignment (see: Martin, J., Mihalcea, R.,
Pedersen, T.: Word Alignment for Languages with Scarce Resources. In Proc. of the
ACL Workshop on Building and Exploiting Parallel Texts: Data Driven Machine
Translation and Beyond, Ann Arbor, MI (2005), Figure 2).
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(freely available at http://www.fjoch.com/GIZA++.html) and lemmatized par-
allel corpora (due to strong inflectional character of Romanian and Bulgarian,
in order to increase statistical confidence, the translation equivalence probabili-
ties are computed for lemmas not for wordforms). The alignment model consists
of various weights and thresholds for different features and they are supposed
to work for most Indo-European languages (cognates, translation equivalence
entropy, POS-affinities, locality etc.). Based on our previous translation Ro-En
model and the Ro-En translation dictionary extracted from the JRC-Acquis sub-
corpus described in section 2, we aligned several Ro-En parallel documents. From
the Bg-En sub-corpus we extracted a Bg-En translation dictionary but since we
do not have yet a Bg-En word-alignment model we used the model built for
English-Romanian alignment (see http://www.cse.unt.edu/∼rada/wpt05/).
Using the same alignment model (which was tuned for Ro-En parallel texts)
for Bg-En parallel texts was motivated partly because alignment model tuning
for a new pair of languages is a highly demanding task and partly because, distri-
butionally, Ro and Bg are quite similar, in spite of belonging to different language
families. Obviously, in this case, the word alignment accuracy for Bg-En parallel
texts is lower than the alignment accuracy for the Ro-En parallel texts but not
significantly lower (preliminary estimations at the time of this writing show an
F-measure around 65%). The Bg-En texts, word-aligned this way, will be par-
tially hand-validated and corrected (where necessary) by means of a specialized
editor, part of the word-alignment and WSD platform (see Figure 3). With the
corrected Bg-En lexical alignment used as training data, the alignment model
will be finer tuned, with direct consequences in increased alignment accuracy of
the entire corpus. We generated the Ro-Bg word alignment using the transitivity

Fig. 3. The Bulgarian-English word-alignment

http://www.cse.unt.edu/~rada/wpt05/
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of the alignment links from Ro-En and En-Bg to derive the Ro-Bg alignment.
The word alignment links are representations of translational equivalence be-
tween the respective tokens and we rely on the heuristics according to which if
M words in language L1 are aligned to N words in the hub language L2, and these
N words are aligned to Q words in language L3, then it is highly probable that
the N words in language L1 are aligned to the Q words in language L3. We de-
cided to take the hub language approach instead of the direct Bg-Ro approach for
multiple reasons: it is simpler to extend to all the languages in the JRC-Acquis;
for evaluations and corrections is easier to find experts understanding English
and the other language; linguistic resources and the processing tools available
for English, as well as the ever improving alignment technologies allow for cross-
lingual annotation transfer and thus rapid prototyping of linguistic knowledge
for the target language, etc. Once the parallel texts are word-aligned, the word
sense disambiguation for the aligned words becomes straightforward when a
multilingual lexical ontology is available for the concerned languages. Given a
translation equivalence pair found by the word aligner, such as (pozvolyavam
ı̂ngădui) the WSD system looks for unique identifiers common to the synsets
containing the words pozvolyavam and ı̂ngădui respectively. If such a unique
identifier is found the problem is solved: the common word sense is given by
that unique ID (e.g. ENG20-00776433-v) or by the SUMO/MILO category of
the unique ID (e.g. confersRight) depending on the required WSD sense granu-
larity. It is obvious that the coarser the sense granularity, the higher the accuracy
of WSD is. When using the SUMO/MILO sense inventory our WSD system has
an average F-measure of more than 80%. However, as one would expect, most
errors occur for the words with fewer occurrences in the corpus or for the words
with a large number of distinct senses. In order to reduce the influence of se-
mantic tagging errors we decided to consider for further processing only those
words the senses of which occurred a minimal number of times (the threshold is
an empirical value, depending on the documents size and the number of classes
to be used in the document categorization). We also disregard words with too
many senses (irrespective of their frequencies). If one agrees on the hypothesis
that a word with a large number of senses is likely to be found in almost any
document long enough, then it follows that the respective word would be a poor
class discrimination feature for a classification system. One could see in these
restrictions an analogy with the TF/IDF algorithm. With these two selectional
restrictions, we estimate that the semantic tagging errors would hardly affect the
final document classification performance. The reason for the optimism stems
from the inherent smoothening achieved by the selection procedure of the most
discriminating concepts. Our method is likely to be effective if the processed
documents are not very short. For short documents one cannot afford filtering
out too many words and cannot expect to see many repeated concepts. In [7]
there are described the major difficulties in abstracts clustering and the authors
present an interesting method to overcome these difficulties. We believe that
their approach, which relies on monolingual data, could be nicely extended with
a WSD method as presented here, for processing multilingual abstracts.
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4 Concept-Based Text Classification

Unlike the keyword-based methods in document processing, the concept-based
methods are supposed to better exploit the semantic information contained in a
particular document and thus to provide more accurate results.

Having a set of before-hand classified documents, they are word sense disam-
biguated in terms of SUMO/MILO, and a number of concepts are selected as
described in the previous section. Then, we measure the discriminative power
of the selected concepts with respect to the thematic categorization of docu-
ments in terms of the majority logic operators more than n, at least n [8]3 etc.
The normalized values for these thresholds give the minimum terms density of
specialized lexis in the thematic reference corpora. Once these values are estab-
lished, new parallel documents can be classified. Obviously, the minimum density
of specialized lexis is dependent on the number of classes used for classification
as well as on the sharpness of the domains differences.

In Table 2 there are summarized the observations from a preliminary exper-
iment carried on Bulgarian data, manually sense annotated [9], where a given
document could be accurately classified as belonging to one of four domains
(Law, Politics, Economy and Medicine) if the density of concepts specific to
that domain was at least 5%. Based on this Wizard-of-Oz experiment, we found
strong motivations to automate the hand annotation part and implement a clas-
sification system based on the experimental findings. One should note that the
classification mechanism based on SUMO/MILO sense tagging is more powerful
than an alternative solution relying on semantic distances among the word senses
in the underlying wordnets. This is because traversing wordnet relations (a par-
adigmatic approach) would consider semantic relatedness only among words of
the same grammatical category (due to the wordnet structuring principles). The
SUMO/MILO concepts labelling the wordnet synsets are insensitive to part of
speech of the respective synsets. That is to say that the same SUMO/MILO
concept may label words of different parts of speech (eg. the noun blow to the
verb kick).

However, the wordnet structuring is complementing the SUMO/MILO ontol-
ogy support. The new documents content words which are found paradigmat-
ically related to the words tagged by a SUMO concept add relevance to the

Table 2. Frequency of domain specific lexis

Corpus vs. Lexis Law Politics Economy Medicine Law+Economy Law+Medicine

Law 10.3 5.4 4.2 1.1 8.4 5.9
Politics 2.9 8.3 3.4 0.5 2.9 3.6

Economy 1.2 2.0 9.2 0.6 6.5 2.5
Medicine 0.1 0.1 0.1 6.7 0.1 5.2

3 The thresholds prescribed by these operators leave out most of the infrequent words
liable to wrong disambiguation.
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respective category. To this end, symmetric relations (antonymy), symmetric
and transitive relations (also see, verb group, similar to), reverse relations (cause,
derived, derivative, participle), and hierarchical relations (hyponymy, holonymy,
subevent) are used to increase the density of the domain discriminating concepts.
Thus for a given SUMO/MILO concept a basic list of referents is built from all
the words occurrences tagged with the same concept. This list is extended with
the words which are found to be paradigmatically related to the words already
in the basic list. The number of words in this extended list, divided by the total
number of the content words in the document to be classified represents the
density of the respective concept. The category of a document is determined by
the densities of the concepts in each lexis.

5 Conclusions and Further Work

The concept-based bitexts clustering and/or classification is a very promising
application area of parallel data exploitation. One of the greatest advantages of
our approach is that it can be used to automatically classify documents in sev-
eral languages at once. That is, if we have a parallel corpus in multiple languages
(such as JRC-Acquis corpus), word sense disambiguation and classification per-
formed on any pair of them propagates to the rest via documents translation
equivalence and the word alignment linkages.

We plan to evaluate the effectiveness of our method on the Bg-Ro subcorpus
of the JRC-Acquis+. The Bg-Ro bitexts of JRC-Acquis+ will be automatically
classified with the described method and the results will be compared to the
present CELEX-based classification, used as reference data. The evaluation of
the results will allow us to quantitatively evaluate the accuracy of our procedure
and to detect any potential human classification errors in the CELEX data-
base. Due to language independence of the CELEX classification, finding and
correcting such classification errors will be beneficial for all the 22 languages
present (now or in the future) in the JRC-Acquis+ parallel corpus.
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Abstract. In this paper we introduce the NTCIR6 Opinion Analysis
Pilot Task, information about the Chinese, Japanese, and English data,
plans for future opinion analysis tasks at NTCIR, and a brief overview
of the evaluation results. This pilot task is a sentence-level opinion iden-
tification and polarity detection task run over data from a compara-
ble corpus in three languages: Chinese, English, and Japanese. We have
manually annotated documents for this task in each language, produc-
ing what we believe to be the first multilingual opinion analysis data
set over comparable data. Six participants submitted Chinese system
results, three Japanese, and six English for this pilot task. We plan to
release the data to the research community, and hope to spur further re-
search into cross-lingual opinion analysis and its use in other NLP tasks.
In particular, we look forward to researchers using this data to investi-
gate cross-cultural perspective differences based on automatic sentiment
analysis.

1 Introduction

Opinion and sentiment analysis has been receiving a lot of attention in the
natural language processing research community recently. With the broad range
of information sources available on the web, and rapid increase in the uptake of
social community-oriented websites that foster user-generated content there has
been further interest by both commercial and governmental parties in trying to
automatically analyze and monitor the tide of prevalent attitudes on the web.
As a result, interest in automatically detecting language in which an opinion
is expressed, the polarity of the expression, targets, and opinion holders has
been receiving more attention in the research community. Applications include

F. Masulli, S. Mitra, and G. Pasi (Eds.): WILF 2007, LNAI 4578, pp. 456–463, 2007.
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tracking response to and opinions about commercial products, governmental
policies, tracking blog entries for potential political scandals and so on.

The NII-NACSIS Test Collection for Information Retrieval (NTCIR) Work-
shops have been organized to improve the state of the art in Asian and Cross-
Lingual Information Retrieval, starting in 1999. [5,6] In the Sixth NTCIR
Workshop to be held in Tokyo, May 2007, a new pilot task for Opinion Analy-
sis has been introduced. The pilot task has tracks in three languages: Chinese,
English, and Japanese. In this paper, we present an overview of the corpus and
evaluation results.

We believe that this corpus presents a unique opportunity to expand the study
of opinionated text analysis across languages due to the comparable nature of
the corpus. The documents have been carefully selected based on the manual
relevance judgments assigned in a cross-lingual Information Retrieval task, en-
suring a high quality corpus that is relevant in all three languages. There has
been earlier work in creating annotated opinion corpora, for example, [13] de-
scribes a corpus tagged at the sentence level for subjectivity and Wiebe also
distributes the well-known MPQA1 corpus. There has also been work in collab-
orative filtering with the MovieLens corpus2 and other review-oriented corpora.
While there has been lots of research in English opinion analysis ([1,2,9,14,8,15])
there has not been as much work in Chinese and Japanese.

Ku et al. [7] describe the construction of two Chinese corpora for opinion ex-
traction, one based on news and one based on blog data, and also an algorithm
for Chinese opinion identification at the document and sentence levels. They
describe construction of a Chinese sentiment dictionary based on bootstrapping
methods that also takes advantage of the ideographic nature of Chinese charac-
ters to predict polarity and strength of unknown words.

Seki et al. [10] conducted studies to build a Japanese multi-document summa-
rizer depending on user-specified summary viewpoints. Once a set of documents
is provided to the system, the user is presented with a list of topics discussed
in the set and can select a topic of interest as well as the information type
to focus on in the summaries, such as facts, opinions, or knowledge. The ap-
proach was then adapted to English and evaluated as part of the Document
Understand Conference. [11] Kanayama et al. [3] re-cast the sentiment analysis
problem into a machine translation framework, translating from free text to a
more restricted set of sentiment units. They implemented systems for Japanese
and English analysis based on two different transfer-based machine translations
systems. Later work [4] automatically learns lexicons of polar clauses useful for
domain-specific sentiment analysis.

2 NTCIR6 Opinion Analysis Pilot Task

The NTCIR-6 Opinion Analysis Pilot Task extends previous work in opin-
ion analysis to a multilingual corpus. The initial task focuses on a simplified
1 http://www.cs.pitt.edu/mpqa/
2 http://www.grouplens.org/node/12
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Table 1. Opinion Analysis task descriptions

Analysis Task Values Req’d?

Opinionated Sentences YES, NO Yes
Opinion Holders String, multiple Yes
Relevant Sentences YES, NO No
Opinionated Polarities POS, NEG, NEU No

sentence-level binary opinionated or not opinionated classification as opposed
to more complicated contextual formulations, but we feel that starting with a
simpler task will allow for wider participation from groups that may not have
existing experience in opinion analysis.

The Opinion Analysis task has four subtasks, two of which are mandatory
and two of which are optional. Table 1 summarizes the tasks, which are all be-
ing performed for all three languages. The two mandatory tasks are to decide
whether each sentence expresses an opinion or not. For the Chinese data, all
potential opinion holders are annotated whether the sentence in which the en-
tity occurs is an opinionated sentence or not. In Japanese and English, opinion
holders are only annotated for sentences that express an opinion, however, the
opinion holder for a sentence can occur anywhere in the document. The anno-
tators performed a kind of reference resolution by marking the opinion holder
for the sentence, and if the opinion holder is an anaphoric reference noting the
target of the anaphora. The opinionated sentences judgement is a binary deci-
sion, but in the case of opinion holders we allow for multiple opinion holders to
be recorded for each sentence in the case that multiple opinions are expressed.

The two optional tasks are to decide the polarity of the opinionated sentences,
and whether the sentences are relevant to the set topic or not. Each set contains
documents that were found to be relevant to a particular topic, such as the one
shown in Figure 1. For those participating in the relevance subtask each sentence
should be judged as either relevant (Y) or non-relevant (N) to the topic. Polarity
is determined for each opinionated sentence, and for sentences where more than
one opinion is expressed the annotators were instructed to determine the polarity
of the most main opinion expressed. In addition, the polarity is to be determined
with respect to the set topic description if the sentence is relevant to the topic,
and based on the attitude of the opinion if the sentence is not relevant to the
topic.

Six teams participated in the Chinese opinion extraction subtask, six teams
participated in the English opinion extraction subtask, and three teams partici-
pated in Japanese. Results for precision, recall, and F-measure will be presented
for opinion detection and opinion holders, and optionally for sentence relevance
and polarity for those participants that elected to submit results for those op-
tional portions. Since all sentences were annotated by three annotators there is
both a strict (all three annotators must have the same annotation) and a lenient
standard for evaluation.
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2.1 Corpus

The corpus is based on the NTCIR4 CLIR3 documents and relevance judgments.
It consists of Japanese data from 1998 to 1999 from the Yomiuri and Mainichi
newspapers. The Chinese data contains data from 1998 to 1999 from the United
Daily News, China Times, China Times Express, Commercial Times, China
Daily News, Central and Daily News. The English data also covers from 1998
to 1999 with text from the Mainichi Daily News, Korea Times, and some data
from Xinhua.

The corpus was created using about thirty queries over data from the NTCIR
Cross-Lingual Information Retrieval corpus covering documents from 1998 to
2001. Document relevance for each set (query) had already been computed for
the IR evaluation, so relevant documents for each language were selected based
on the relevance judgements. For the Japanese and English portion of the corpus,
a maximum of twenty documents were selected for each topic, while the Chinese
portion might contain more than twenty documents for a topic. As an example
of the topics in the NTCIR Opinion Analysis corpus, please see Figure 1, which
shows topic 010, “History Textbook Controversies, World War II”.

<TOPIC> <NUM>010<NUM> <SLANG>CH<SLANG> <TLANG>ENG<TLANG>
<TITLE>History Textbook Controversies, World War II</TITLE>
<DESC>Find reports on the controversial history textbook about the Second World
War approved by the Japanese Ministry of Education.</DESC>
<NARR> <BACK>The Japanese Ministry of Education approved a controversial
high school history textbook that allegedly glosses over Japan’s atrocities during
World War Two such as the Nanjing Massacre, the use of millions of Asia women
as ”comfort women” and the history of the annexations and colonization before the
war. It was condemned by other Asian nations and Japan was asked to revise this
textbook.</BACK>
<REL>Reports on the fact that the Japanese Ministry of Education approved the
history textbook or its content are relevant. Reports on reflections or reactions
to this issue around the world are partially relevant. Content on victims, ”comfort
women”, or Nanjing Massacre or other wars and colonization are irrelevant. Reports
on the reflections and reactions of the Japanese government and people are also
irrelevant.</REL> </NARR>
<CONC>Ministry of Education, Japan, Junichiro Koizumi, textbook, comfort
women, sexual slavery, Nanjing Massacre, annexation, colonization, protest, right-
wing group, Lee Den Hui</CONC> </TOPIC>

Fig. 1. Topic title, description, and relevance fields for set 010

Table 2 shows the number of topics, documents, and sentences for each lan-
guage, as well as the percentage of opinionated and relevant sentences. The
Chinese corpus creation was started in advance of the Japanese and English
3 http://research.nii.ac.jp/ntcir/permission/ntcir-4/perm-en-CLIR.html

http://research.nii.ac.jp/ntcir/permission/ntcir-4/perm-en-CLIR.html
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Table 2. General information about NTCIR6 Opinion Analysis Corpus

Language Topics Documents Sentences Opinionated (Le-
nient / Strict)

Relevant

Chinese 32 843 8,546 62% / 25% 39% / 16%
English 28 439 8,528 30% / 7% 69% / 37%
Japanese 30 490 12,525 29% / 22% 64% / 49%

sides of the corpus, subsequently a larger number of documents was annotated
whereas the English and Japanese sides of the corpus limit each topic to twenty
documents.

2.2 Annotator Agreement

For English and Japanese, where three annotators were used to annotate all
topics, we have computed inter-annotator agreement using Cohen’s Kappa. For
complete details on inter-annotator agreement, please see [12]. Table 3 shows
the minimum and maximum Kappa scores between annotator pairs, as well as
the average. One of the annotators in English consistently did not agree with
the other two annotators, significantly lowering overall agreement scores. For
Chinese, Kappa scores are computed for each topic, with the minimum, maxi-
mum, and average reported here over all 31 topics. The average Chinese Kappa
agreement scores are similar to the average English scores, although the Chinese
annotators are more consistent in polarity tagging. The Japanese annotators
overall are much more consistent than either the Chinese or English annotators.

Table 3. Inter-annotator agreement Kappa summary

Language Minimum Maximum Average

Chinese Opinionated 0.0537 0.4065 0.2328
Chinese Relevant 0.0441 0.6827 0.2885
Chinese Polarity 0.1605 0.8989 0.4733
English Opinionated 0.1704 0.4806 0.2947
English Relevant 0.0618 0.5298 0.3719
English Polarity 0.2039 0.5457 0.3380
Japanese Opinionated 0.5997 0.7681 0.6740
Japanese Relevant 0.6966 0.8394 0.7512
Japanese Polarity 0.6367 0.7875 0.7054

3 Evaluation

For a detailed description of the evaluation approach and methodology, please
see [12]. Table 4 presents the results for Chinese, English, and Japanese opinion
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Table 4. Chinese, English, and Japanese Opinion Analysis Lentient results

Group L Opinionated Holder Relevance Polarity
P R F P R F P R F P R F

CHUK C 0.818 0.519 0.635 0.647 0.754 0.697 0.797 0.828 0.812 0.522 0.331 0.405
ISCAS C 0.590 0.664 0.625 0.458 0.405 0.430 — — — 0.232 0.261 0.246
Gate-1 C 0.643 0.933 0.762 0.427 0.154 0.227 — — — — — —
Gate-2 C 0.746 0.591 0.659 0.373 0.046 0.082 — — — — — —

UMCP-1 C 0.645 0.974 0.776 0.241 0.410 0.303 0.683 0.516 0.588 0.292 0.441 0.351
UMCP-2 C 0.630 0.984 0.768 0.221 0.376 0.278 0.644 0.936 0.763 0.286 0.446 0.348

NTU C 0.664 0.890 0.761 0.652 0.172 0.272 0.636 1.000 0.778 0.335 0.448 0.383

IIT-1 E 0.325 0.588 0.419 0.198 0.409 0.266 — — — 0.120 0.287 0.169
IIT-2 E 0.259 0.854 0.397 — — — — — — 0.086 0.376 0.140

TUT-1 E 0.310 0.575 0.403 0.117 0.218 0.153 0.392 0.597 0.473 0.088 0.215 0.125
TUT-2 E 0.310 0.575 0.403 — — — 0.392 0.597 0.473 0.094 0.230 0.134
Cornell† E 0.317 0.651 0.427 0.163 0.346 0.222 — — — 0.073 0.197 0.107

NII E 0.325 0.624 0.427 0.066 0.166 0.094 0.510 0.322 0.395 0.077 0.194 0.110
GATE-1 E 0.324 0.905 0.477 0.121 0.349 0.180 0.286 0.632 0.393 — — —
GATE-2 E 0.324 0.905 0.477 — — — 0.286 0.632 0.393 — — —
ICU-KR E 0.396 0.524 0.451 0.303 0.404 0.346 0.409 0.263 0.320 0.151 0.264 0.192

EHBN-1 J 0.531 0.453 0.489 0.138 0.085 0.105 — — — — — —
EHBN-2 J 0.531 0.453 0.489 0.314 0.097 0.149 — — — — — —
NICT-1 J 0.671 0.315 0.429 0.238 0.102 0.143 0.598 0.669 0.632 0.299 0.149 0.199
NICT-2 J 0.671 0.315 0.429 0.238 0.102 0.143 0.644 0.417 0.506 0.299 0.149 0.199
TUT J 0.552 0.609 0.579 0.226 0.224 0.225 0.630 0.646 0.638 0.274 0.322 0.296

analysis under the lenient evaluation metric, where two of the three annotators
must agree for a value to be included in the gold standard. The results from the
strict evaluation have been omitted in the interest of brevity.

Performance across languages varies greatly, and due to both corpora and
annotator differences are difficult to compare directly. In this pilot task, each
language was evaluated independently, and actually different formulations for
precision and recall were used under each language. The task overview paper
presents the differences between the evaluation approaches, and also presents
evaluations for each language using each approach, but the numbers reported
here are the official results. Opinion Holder evaluation for English was performed
semi-automatically, but due to the manual effort involved only the first priority
run from each participant was evaluated. The Chinese and Japanese evaluation
also used semi-automatic approaches to opinion holder evaluation, but were able
to evaluate all submitted runs.

Of the groups that participated, one group (GATE) participated in both the
Chinese and English task, and one group (TUT) participated in both the English
and Japanese task. Despite using similar approaches, their results differ in each
language in part due to the difference in annotation between the languages. An
interesting question for future work is whether these differences stem more from
annotator training, differences in the documents that make up the corpus, or
cultural and language differences.
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4 Future Work

The NTCIR Opinion Analysis Pilot task is in the first year of operation, and has
started with a fairly simple task in three languages. We have proposed multiple
evaluation approaches and held a workshop in May with participants discussing
the evaluation results and both positive and negative experiences with this cross-
lingual evaluation. We hope to foster more research into multi-lingual aspects of
sentiment analysis and hope to see more sites participate in analysis for multiple
languages. The next section presents the roadmap for future NTCIR Opinion
Analysis Tasks.

4.1 NTCIR OAT Roadmap

We plan to conduct the Opinion Analysis Task again in NTCIR-7 and NTCIR-
8. The NTCIR meetings are held every year and a half. For NTCIR-7 we plan
to add a new genre to the task, reviews, in addition to the news genre used
in NTCIR-6. We are currently exploring using review web sites as a source of
data. NTCIR-7 and 8 will both continue to use Chinese, English, and Japanese,
and while no further languages are slated for addition at this time, Korean is
a possible candidate since relevance judgments for some of the topic already
exist. NTCIR-7 will also add a strength of opinion and stakeholder evaluation in
addition to the subjectivity, polarity, and opinion holder evaluation performed
in NTCIR-6. NTCIR-8 will add a temporal evaluation, and possibly expand to
clause-level subjectivity.

5 Conclusions

In this paper we have presented the NTCIR Opinion Analysis Pilot Task, the
corpus used in the workshop, and an overview of the evaluation results. We look
forward to future iterations of the NTCIR Opinion Analysis Task which will add
new genres to the evaluation, and add further features for extraction.
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Abstract. In this paper we present some results obtained in humour
classification over a corpus of Italian quotations manually extracted and
tagged from the Wikiquote project. The experiments were carried out
using both a multinomial Näıve Bayes classifier and a Support Vector
Machine (SVM). The considered features range from single words to n-
grams and sentence length. The obtained results show that it is possible
to identify the funny quotes even with the simplest features (bag of
words); the bayesian classifier performed better than the SVM. However,
the size of the corpus size is too small to support definitive assertions.

1 Introduction

Nowadays, the discipline of Natural Language Processing (NLP) embraces a
large quantity of specific tasks, aimed at the solution of practical problems re-
lated to the access of human users to machine-readable textual information. For
instance, thanks to Machine Translation, people can read and understand doc-
uments that are written in a language they do not know; Information Retrieval
techniques allow to find almost immediately some kind of information on the
web or in a digital collection. Less prosaic tasks, related to emotional aspects
of natural language, have, until now, obtained less attention by the NLP re-
search community, despite their close correlation to the understanding of human
language.

One of such tasks is the automatic recognition of humour. In the words of the
psychologist Edward De Bono[1]:

Humor is by far the most significant activity of the human brain. Why
has it been so neglected by traditional philosophers, psychologists and
information scientists?

The nature of humour is elusive, it is expressed in many different forms and
styles; for instance, the amusing elements of jokes are not the same of irony
or satire. The sense of humour is also particularly subjective. All these char-
acteristics were considered to represent a major obstacle to process it in an
automated way. The work by Mihalcea and Strapparava [2,3] in the classifica-
tion of one-liners mined these beliefs, demonstrating that it is possible to apply
computational approaches to the automatic recognition and use of humour.

F. Masulli, S. Mitra, and G. Pasi (Eds.): WILF 2007, LNAI 4578, pp. 464–468, 2007.
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In this paper we investigated the use of Wikiquote1 as a corpus for automatic
humour recognition in Italian. Wikiquote is a section of Wikipedia2 that stores
famous quotes from a plethora of sources, from movies to writers, from anchor-
men to proverbs. We manually annotated a part of the quotes as humourous
or not, and we used this corpus for some experiments. We used a Multinomial
Näıve Bayes classifier and a Support Vector Machine (SVM) [4], as in [2].

In the following Section we describe how we selected the quotes for the corpus
and its characteristics. In Section 3 we describe the experiments carried out and
the obtained results.

2 Corpus Construction

The Italian Wikiquote currently contains about 4, 000 pages of quotations, apho-
risms and proverbs. We decided to include only the quotations with an author
assigned and Italian proverbs, that is, we excluded anonymous citations and
phrases extracted from movies, television shows and category pages (for instance,
Category:Love). A quantity of data was also removed due to formatting issues.

The quotations were extracted and presented to a human annotator by means
of a simple Java interface (see Fig. 1).

Fig. 1. Interface of the Wikiquote annotation tool

The annotator had the options of skipping the quotation or the whole author,
eventually adjust typos or remove exceeding informations (such as the source of
the citation in Fig. 1), and label the quote as funny.

1 http://en.wikiquote.org
2 http://www.wikipedia.org
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The results of such processing is a corpus consisting of 1, 966 citations from
89 authors, of which 471 labeled as “funny”. For each quote we stored also
the information about the author and its category. The amusing quotes include
various types of humour: for instance, there are simple one-liners such as “Per
te sono ateo, ma per Dio sono una leale opposizione.” (“To you I’m an atheist;
to God, I’m the Loyal Opposition.”, by Woody Allen), and jokes such as “Lo sa
che io ho perduto due figli” - “Signora lei una donna piuttosto distratta” (“You
see, I lost two sons” - “Madame, you are quite a scatterbrain”, by Fabrizio De
Andrè).

Thecorpushasbeenmadepubliclyavailable in thewebat the followingdirection:
http://www.dsic.upv.es/~dbuscaldi/resources/emoticorpus.xml.bz2.

3 Experiments and Results

The experiments were carried out using the Multinomial Näıve Bayes classifier
of Weka [5] and the SVM light3 implementation of SVM by Thorsten Joachims.
The motivation of this choice is that these classifiers have been already used in
the current state-of-the-art work on humour recognition [2]. Each classifier was
evaluated using various sets of features: bag-of-words (the set of words in the
quote, including stop-words), n-grams (from unigrams to trigrams), quotation
length. For SVM we also considered using a linear and a polynomial (d = 2) ker-
nel and two weight schemes for features: binary and tf · idf . The cross-validation
method used in all the experiments was the leave-one-out.

We used precision and recall as performance measures. Precision is the prob-
ability that a document predicted to be in class A truly belongs to this class.
Recall is the probability that a document belonging to class A is classified into
this class. We calculated also the F -measure, that is calculated as 2∗p∗r/(p+r),
where p is precision and r recall.

In Table 1 we show the baselines, obtained by assigning to the whole collection
all the same label, either “Humorous” or “Not-humorous”.

Table 1. Baselines. BLH is the baseline obtained by assigning to all samples the
“Humourous” label. BLN is the baseline obtained by assigning to all samples a “Non-
humorous” label. pH , rH and FH indicate precision, recall and F -measure over the
“Humorous” set of samples, pN , rN and FN indicate the same for the “Non-humorous”
samples. rO indicates overall recall.

rO pH rH FH pN rN FN

BLH 0.240 0.240 1.000 0.387 0.000 0.000 0.000
BLN 0.760 0.000 0.000 0.000 0.760 1.000 0.864

In Table 2 we show the results obtained with the Näıve Bayes classifier, using
different sets of features. We used the author feature only in order to check the
3 http://www.cs.cornell.edu/People/tj/svm light/
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Table 2. Multinomial Näıve Bayes results. bow: bag-of-words features; n-grams:
from unigrams to trigrams; n-grams +length: n-grams and sentence length; n-grams
+author: n-grams and author name.

rO pH rH FH pN rN FN

bow 0.807 0.619 0.501 0.554 0.852 0.903 0.877
n-grams 0.788 0.556 0.584 0.570 0.867 0.853 0.860
n-grams +length 0.796 0.584 0.516 0.548 0.853 0.884 0.868
n-grams +author 0.870 0.724 0.737 0.730 0.917 0.912 0.914

importance of knowing the source of a quotation. Actually, humour classification
should be blind with respect to the author’s name.

In Tables 2 and 4 we display the results obatined using, respectively, SVM
with linear and polynomial kernels.

Table 3. Results for SVM with linear kernel. bow: bag-of-words features; n-grams:
from unigrams to trigrams; n-grams +length: n-grams and sentence length; tf · idf :
features weighted by means of the tf · idf.

rO pH rH FH pN rN FN

bow 0.796 0.748 0.221 0.341 0.799 0.977 0.879
n-grams 0.789 0.721 0.197 0.310 0.794 0.976 0.876
n-grams +length 0.795 0.743 0.221 0.340 0.799 0.976 0.879
bow, tf · idf 0.767 0.591 0.083 0.145 0.773 0.982 0.865
n-grams, tf · idf 0.770 0.714 0.064 0.117 0.771 0.992 0.867

Table 4. Results for SVM with polynomial kernel. bow: bag-of-words features; n-grams:
from unigrams to trigrams; tf · idf : features weighted by means of the tf · idf.

rO pH rH FH pN rN FN

bow 0.767 0.615 0.068 0.122 0.771 0.980 0.863
n-grams 0.758 0.417 0.021 0.040 0.763 0.991 0.862
bow, tf · idf 0.761 1.000 0.002 0.004 0.761 1.000 0.864
n-grams, tf · idf 0.760 0.333 0.002 0.004 0.761 0.999 0.864

Generally, the obtained results are in line with those obtained by [2] for a
corpus of dimensions similar to our Wikiquote-based one. The results obtained
with SVMs show that they obtained a very low recall over humorous quotes;
we think this is due to the nature of the corpus, that contains three times non-
humorous quotes more than funny ones. Quite surprisingly, the best results were
obtained with the simplest model, the Näıve Bayes with bag-of-words as features.
In other words, this means that terminology is quite distinctive for humourous
quotes. We suppose the n-grams features are more useful in other tasks where
style is more important, such as authorship identification [6].



468 D. Buscaldi and P. Rosso

4 Conclusions and Further Work

We built a corpus of 1966 citations in Italian, extracted from Wikiquote, where
each citation has been labeled as funny or not. The corpus was used to perform
experiments with the leave-one-out method, using a Näıve Bayes and a SVM
classifier. The results show that it is actually possible to identify the humorous
quotes even with simple features such as the bag-of-words of each sentence, and
that the bayesian classifier performs better than the SVM one. However, the
corpus is too small (about 10% the corpus used in [2]) and the results are not
decisive. Further investigation will be conditioned by the acquisition of a larger
corpus, possibly by working on the English edition of Wikiquote.
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Abstract. We present a machine learning approach for classifying sen-
tences as one-liner jokes or normal sentences. We use no deep analysis
of the meaning to try to see if it is humorous, instead we rely on a com-
bination of simple features to see if these are enough to detect humor.
Features such as word overlap with other jokes, presence of words com-
mon in jokes, ambiguity and word overlap with common idioms turn out
to be useful. When training and testing on equal amounts of jokes and
sentences from the British National Corpus, a classification accuracy of
85% is achieved.

1 Introduction

Humor is an interesting part of human language use, usually used many times
every day. Research on humor has been done in many different fields, such as psy-
chology, philosophy, sociology and linguistics. When it comes to computational
linguistics, two main approaches have been explored. One is humor generation,
where systems for generating usually quite simple forms of jokes, e.g. word play
jokes, have been constructed [1,2,3,4]. The second is humor recognition, where
systems to recognize whether a text is a joke or not have been constructed [5,6],
which is what this paper is about.

Theories of humor often state that humor appears when a setup suggests one
interpretation but is followed by an ending that does not agree with this inter-
pretation, but is consistent with some other interpretation of the setup. Thus,
the listener must shift from the assumed reference frame to a new interpretation,
which can be humorous.

Doing this kind of analysis automatically with current language processing
techniques seems prohibitively difficult. In our experiments we instead use quite
low level information sources and see if enough hints can be gathered to deter-
mine whether something is a joke or not without actually having any understand-
ing of the meaning. Our work closely resembles the work in [6], where humor
detection was treated as a text classification problem. Machine learning using
content based information and some stylistic features present in many jokes gave
results far above baseline performance.

F. Masulli, S. Mitra, and G. Pasi (Eds.): WILF 2007, LNAI 4578, pp. 469–476, 2007.
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470 J. Sjöbergh and K. Araki

We also treat humor detection as text classification and use machine learning.
Our method differs in what features are made available to the machine learning
system. Examples of useful features are presence of words common in jokes, word
overlap with known jokes and word overlap with idiomatic expressions.

2 Method for Detecting Humor

There are many machine learning algorithms available, and in many cases the
performance is very similar. We put very little effort into selecting a good ma-
chine learning algorithm, instead focusing on the information features given to
the machine learner. The interesting part is thus what language features can be
used for classifying text as jokes or not.

The machine learning method we use is very simple. For each feature a thresh-
old value is calculated separating the training examples into two groups. The
threshold is selected so as to make the mean entropy of these as low as possible.
To classify a new example, which group it belongs to is checked for each feature,
and the proportion between positive and negative examples in this group used.
The proportion of positive examples for each group the example belongs to is
multiplied together and compared to the product in the same way for the nega-
tive examples. If the product for the positive examples is larger the example is
classified as a joke, otherwise as a non-joke. This method is not very powerful,
but fast.

Since we have many features that represent almost the same information,
performing some feature reduction to remove redundant or useless features im-
proves performance. It is also interesting in the respect that it shows what kind
of information is useful in detecting humor.

We perform a very simplistic feature reduction. Using disjoint sets of test data
(i.e. training and classifying several times), we remove one feature at a time. The
feature that gives the best result when not present is then permanently removed,
and the process repeated. When all features have been removed, the best result
achieved in the process is found. All features that were removed when reaching
this result are discarded from here on. All other features are kept and used in
the tests.

The rest of this section presents the features given to the machine learner.
Feature names are given in italics. Most features are developed in a very shallow
way. This means that they might be too simplistic to capture the sought after
information, but we wanted to see how well the classification could be done
using only readily available and simple to use information. Many much more
sophisticated features than ours could be designed and implemented, at least for
narrow domains.

2.1 Text Similarity

Since we are doing text classification, it is of course useful to use common text
classification features such as the closeness in some word space model between
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a new sentence and the labeled sentences in the training data. The first group
of features contain information of this type:

Closest joke, the word overlap between the sentence to classify and the joke
in the training corpus with the highest word overlap. Overlap is divided by the
square root of the number of words in the sentences in the training corpus, since
otherwise the overlap will tend to be higher for long sentences (since they contain
more words to overlap). Closest non-joke, is the same but for non-joke sentences,
and closest difference, is the difference between the two previous features.

Finally, we have the knn feature, a weighted vote between the five closest
sentences in the training data, each with a weight equal to their word overlap.
Jokes have positive sign and non-jokes have negative sign.

2.2 Joke Words

Some words are common in jokes, while some are rarely used to be funny. For
instance, according to the Laughlab study [7], animals are often mentioned in
jokes, especially ducks. To capture this, words that occur at least five times in
the jokes in the training data and are at least five times more common in the
jokes than in the non-jokes are collected in a list. Each word is given a weight
that is the relative frequency of the word among the jokes divided by the relative
frequency among the non-jokes.

To capture short phrases that are common in jokes, such as “change a light
bulb”, similar lists are constructed for word bigrams and trigrams too. To detect
signs of unfunniness, the same is also done for words that are underrepresented
in jokes. Using this information the following features are calculated:

Joke words, the sum of the weights of all words common in jokes. Joke bigrams,
similarly for bigrams and joke trigrams for trigrams. Joke word pairs, the same
for any pair of words occurring in the sentence, and joke word triples similarly
for three words from the same sentence. Finally, joke words and pairs, the sum
of joke words and joke word pairs is also used.

Non-joke words, the same as for joke words, except using words rare in jokes but
common in non-jokes. Non-joke bigrams, non-joke trigrams, non-joke word pairs,
non-joke word triples, and non-joke words and pairs in the same way as above.

These features are, like the previous section, fairly typical text classification
features, though instead of using typical weighting schemes such as Inverse Doc-
ument Frequency, we use weighting related to how common the words are in
jokes compared to non-jokes. Since these lists are based on the sentences in the
training data, these features of course give a much stronger separation between
jokes and non-jokes in the training data than can be expected in sentences to
classify later.

2.3 Ambiguity

Most theories on humor agree that ambiguity is useful in humor. A simple fea-
ture to capture this is the ambiguity of the words in the sentence. The ambiguity
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of a word is measured by looking up the word in the online dictionary at
dictionary.comand counting the number of senses listed. Two features are based
on this, average ambiguity, the average number of word senses of the words in the
sentence, and maximum ambiguity, the highest ambiguity of the words in the
sentence.

Of course, ambiguity is not only caused by word senses. Another measure
of ambiguity is calculated by running the link parser [8] on each sentence. The
number of possible parses found is then used as the feature parse ambiguity. To
account for the fact that longer sentences generally have more possible parses,
the value is divided by the sentence length in words.

2.4 Style

In a very similar study to ours [6] an analysis of the jokes in their corpus showed
some possibly useful characteristics of jokes. For instance, they often contain
human related words such as “you” or “I”; they often use negations, dirty words,
antonymy etc. Inspired by their results, we use the following stylistic features:

Dirty, the number of dirty words present in the sentence. A list of 2,500 dirty
words downloaded from the Internet was used to decide if a word is dirty or not.

Human, the number of words present from the list: “you”, “your”, “I”, “me”,
“my”, “man”, “woman”, “he”, “she”, “his”, “her”, “guy”, and “girl”; and nega-
tion, the number of occurrences of “not” or “n’t”.

Using the CMU Pronunciation Dictionary1 for finding the pronunciation of
words, three features were calculated: rimes, the number of word pairs that have
at least four letters, at least one of which is a vowel, pronounced the same way
at the end of the words; similar, the same as rimes but using the beginning of
the words instead of the end; and alliteration, the number of words that start
with the same sound and have a maximum of two words in between.

The new words feature also uses the CMU Pronunciation Dictionary, simply
counting the number of words that are not in the dictionary.

Repeated words features: repeated words, the number of words of at least five
letters that occur more than once, and repeated substring, the longest substring
(in letters) that occurs more than once in the sentence. Average repeated words
and average repeated substring are the same but divided by sentence length.

Antonymy features look up the antonyms of a word at dictionary.com. If any
of the listed antonyms are present in the sentence, a score of one divided by the
number of possible antonyms is given. Two features are based on this, maximum
antonymy score, the highest value (i.e. the antonym pair present with the fewest
other possible antonyms), and antonymy, the sum of all antonymy scores.

2.5 Idiomatic Expressions

One-liner jokes are often amusing reformulations based on common idioms or
proverbs. Searching the Internet for “English proverbs” and taking the first

1 http://www.speech.cs.cmu.edu/cgi-bin/cmudict
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results that contained actual collections of proverbs and idioms gave a list of
3,000 proverbs and idioms. The following features are used based on this:

Short idioms, the number of idioms of two or three words present in the
sentence, and long idioms, similarly for those of length at least four.

Idiom overlap, the number of proverbs or idioms of at least four words that
overlap with the sentence for at least four words in a row. Vague overlap is the
same, though one non-matching word can be skipped in the middle of the match.

Longest overlap is the longest matching word sequence of any idiom, and
longest common substring is the longest common substring (in words) between
the sentence and any idiom. Both of these scores are divided by the square root
of the length of the idiom, since longer idioms often overlap other sentences on
common words such as prepositions.

3 Evaluation

In our evaluations we use a corpus of 6,100 jokes collected from the Internet.
All jokes were automatically downloaded from collections of jokes were the clas-
sification was “oneliner”. They are thus generally of the oneliner type, though
some jokes that are perhaps not really oneliners (such as “What do you call 5000
dead lawyers at the bottom of the ocean? A good start!”) were also downloaded
if they were classified as oneliners by the original collector. All jokes are written
in English.

After downloading, all jokes were manually checked to see if they were indeed
jokes, removing for instance descriptions such as “Dirty one-liners section 2”.
Jokes with a high word overlap with other jokes in the corpus were also checked
and only one version of the same joke was kept. The shortest joke is only one
word long (“Contentsmaysettleduringshipping”), the longest is 80 words. On
average, the jokes contain 12 words.

As non-jokes we use sentences from the British National Corpus, BNC [9],
which was the hardest to distinguish from one-liners in other studies [6], where
an accuracy of 79% was achieved. We use a different set of sentences from the
BNC, and a different set of jokes, so results are not necessarily comparable
though.

Data for training and testing was created by taking an equal number of jokes
and BNC sentences to each data set. Any sentences from the BNC that were
shorter than the shortest joke or longer than the longest joke were ignored. The
data was divided into 95% training data and 5% test data. More training data
normally gives better results with machine learning, but repeating the training
and testing for each of the (in our case) 20 test sets takes quite some time. Using
one in twenty was deemed a good compromise between the time required to test
on a large number of examples and the amount of training data made available
to the machine learner.

Five sets of test data were used for feature reduction. The system was then
evaluated using the remaining 15 test data sets, which gives slightly more than
9,000 sentences to classify in the tests.
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Which features were removed during the feature reduction is shown in Table 1.
Since there are redundant features of several of the feature types, many are
removed.

Table 1. Features that are discarded during the feature reduction

Maximum ambiguity Alliteration
Maximum antonymy score Antonymy
Joke word trigrams Joke word pairs
Non-joke word pairs Human
Average repeated words Negation
Average repeated substring Short idiom
Vague overlap Long idiom

The general usefulness of the different feature types is shown in Table 2, where
the classification accuracy based only on one group of features or when a whole
group is removed is shown.

Table 2. Classification accuracy (%). Accuracy when removing or using only a single
feature group is also shown.

Only Without

All features 85.4 50.0
Similarity 75.7 83.8
Joke words 84.1 76.8
Ambiguity 62.5 84.8
Style 59.1 85.4
Idioms 63.5 85.0

Presence of words common or rare in jokes seems to be the most useful in-
formation, giving almost as high accuracy as when using all features. This is
followed by word overlap with training examples. These are fairly standard text
classification features, so that they are useful in joke related text classification
too is not surprising. Similarity to idioms or proverbs helps a little, as does am-
biguity. The style features are sadly of little use together with the other features,
though using only these is a little better than guessing, so they do provide some
information.

We achieved a total classification accuracy of 85%, which is a lot better than
random guessing (50%). It is also higher than previous results on similar data,
though the results are not necessarily comparable. Without feature reduction,
the accuracy is 81%. BNC seems to be relatively hard to distinguish from jokes,
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compared to other corpora. For example, a quick evaluation using sentences from
the Open Mind Common Sense project [10] instead gave 93% accuracy.

4 Conclusions

We presented a text classification approach using machine learning to classify
sentences as jokes or non-jokes. We made many different types of features avail-
able to the machine learner, and then did some simple feature reduction to find
out what type of information is useful in detecting jokes. The classification ac-
curacy, 85%, was higher than other reported results.

The most useful information was classical text classification features, such as
word overlap with training examples or the presence of certain words. For the
last type of feature, we use a novel weighting scheme, giving weight to words in
proportion to how much more common or rare they are in jokes than in normal
texts. Using this feature type alone gives almost as good accuracy as when using
all feature types. We believe this means that jokes differ from other types of
texts in what topics they treat, which agrees with other findings, such as the
fact that dirty words or human related words are over represented in jokes.

We also believe that the low contribution from the other feature types is in
part caused by our very shallow implementation of the features. While features
such as dirty words and human related words will likely not contribute that much
new information not already present in the content based features (since they too
are basically content based features), other features could likely be improved. For
instance, ambiguity in jokes is usually revealed by the punch line. Taking this
into account, more sophisticated ambiguity features than the average number
of word senses in the sentence or the total number of parses possible could be
created. One example could be how much of the parse ambiguity is caused by the
end of the sentence being ambiguous, another is checking the number of word
senses of the last word that “make sense” in the current context or how difficult
it is to determine what sense is used this time.

Other features are probably relevant for only quite few jokes, thus being
largely drowned out by other examples when using our fairly simplistic machine
learning system. One example is the repeated words feature. Some jokes like
“Kids in the back seat cause accidents; accidents in the back seat cause kids.”
use a lot of repetition. These are so rare, though, that the machine learner does
not consider it important to distinguish sentences with very high repetition from
other sentences. Using a different machine learning system might make these fea-
tures more valuable.
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Abstract. This paper presents a computer implementation that utilizes
cross-reference ambiguity in utterances for simple conversational jokes.
The approach is based on the SSTH. Using a simple script representa-
tion, it is shown that cross-reference ambiguities always satisfy the SSTH
requirement for script overlap. To determine whether script opposition
is present, we introduce a method that compares the concepts involved
based on their semantic properties. When a given cross-reference ambigu-
ity results in script opposition it is possible to generate a punchline based
on this ambiguity. As a result of the low performance of the anaphora res-
olution algorithm and the data sparseness in ConceptNet the application
performs moderately, but it does provide future prospects in generating
conversational humour.

1 Introduction

Many jokes are based on ambiguity. A joke often originates from a set-up, which
can be interpreted in two ways. There is an obvious interpretation, but a less
obvious interpretation exists as well. The realization that this hidden meaning
exists is often perceived as humorous. Natural language provides a lot of possi-
bilities for constructing ambiguous sentences. One type of ambiguity in natural
language is cross-reference ambiguity, also referred to as anaphora ambiguity.
Some examples of ambiguous anaphoric references are ‘they’ in example 1 and
‘she’ in example 2.

Example 1. The cops arrested the demonstrators because they were violent.

Example 2. Mary asked Susan a question, and she gave the answer.

Sometimes a joke can be made by emphasizing the hidden interpretation of an
ambiguity. In example 1 for instance, one could make a joke by asking whether
the cops were violent. Whether someone considers such a joke based on cross-
reference ambiguity to be humorous depends on many factors, but jokes based
on some ambiguous sentences are more likely to be perceived as humorous than
jokes based on others. A joke based on example 1 for instance, is likely to be
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considered humorous, but asking “Did Mary give the answer?” in example 2
is not particularly funny. This paper presents a system that distinguishes non-
humorous cross-reference ambiguities in a conversation from ambiguities that
are likely to be humorous. Whenever a humorous ambiguity is found the system
generates a simple conversational joke.

2 Distinguishing Between Humorous and Non-humorous
Misunderstandings

Our method to distinguish humorous anaphora misunderstandings from non-
humorous ones is based on the SSTH1. The main hypothesis of this theory is:

A text can be characterized as a single-joke-carrying text if both of the
[following] conditions are satisfied:
i) The text is compatible, fully or in part, with two different scripts
ii) The two scripts with which the text is compatible are opposite (...).
[1, p. 99]

To implement this theory a script representation is needed. Using this script
representation it should be possible to generate two scripts that are compatible
with a certain anaphora ambiguity. When both script overlap (condition i) and
script opposition (condition ii) are present the ambiguity is humorous according
to this theory and a joke can be generated. The script representation and the
methods to determine whether overlap and opposition are present are discussed
below.

3 Script Representation

The script representation used by us is a graph based representation, which is
basically a simplified version of the representations introduced by Attardo [2]. It
does not require a comprehensive interpretation of the text or the competence to
understand the intentions of the persons involved. However, this representation
suffices for the analysis of most anaphora jokes and it can be automatically
generated based on the output of a semantic role labeller.

Figure 1 shows the two scripts that can be generated based on example 1.
The script representation on the left represents the interpretation that ‘they’
refers to ‘the demonstrators’, the script representation on the right represents the
interpretation that ‘they’ refers to ‘the cops’. This type of script representations
will be used to check whether both overlap and opposition exist between the two
scripts involved in an anaphora ambiguity.

1 Note that the SSTH has been extended to a more general theory: the GTVH. This
theory allows jokes to be analyzed at different levels and it can account for joke
similarity. However, for the simple computational analysis of jokes used in our system
these additions do not provide much added value.
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the cops
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cause

(a) Script 1

the cops

arrest

the demonstrators

be

violent

agent agent

patient other 

cause

(b) Script 2

Fig. 1. Representations of the two interpretations of the anaphora ambiguity

4 Script Overlap

In the semantic network representation of scripts, two semantic network graphs
are considered to be overlapping if there exists a subgraph G, such that G ⊂
S1&S2 or in other words, if they share at least one edge and two adjacent vertices
[2, p. 34–35]. In the script representation of example 1 it is clear that both graphs
are overlapping. Both scripts are identical, except for one edge.

The fact that the scripts of both interpretations of the anaphor are overlapping
in the given example is not a coincidence. This is always the case with anaphora
misunderstandings because (1) the vertex with the verb to which the anaphor is
connected (in the example the vertex ‘be’) is always present in both graphs and
(2) this verb is always preceded by a piece of text that mentions both possible
antecedents (in the example ‘the cops’ and ‘the demonstrators’). The script
representation of this piece of text is exactly the same for both interpretations
of the anaphora ambiguity, so it will contain at least one additional overlapping
edge and an extra overlapping node.

5 Script Opposition

Now that we have established that script overlap is always present in anaphora
ambiguities, the only requirement left for an ambiguity to be humorous is script
opposition. It was already stated that in the case of an anaphora ambiguity,
the graph representations of both possible interpretations are identical, except
for one edge. Therefore this edge must play a key role in the opposition. In the
example the edge that differs is the edge between ‘the demonstrators’ and ‘be’
in figure 1a and the edge between ‘the cops’ and ‘be’ in figure 1b.
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‘The demonstrators’ and ‘the cops’ are both noun phrases (NPs). Intuitively
one might say that these NPs are more or less opposed, but NPs do not have
distinct antonyms. The approach we use to compare NPs is inspired by the
statement of Fromkin et al. [3, p. 258] that two antonyms have all characteristics
in common, except for one, which is present in one word, but not in the other.
We use this observation to find antonyms of NPs based on the properties of both
NPs. ‘The cops’ for example are ‘human’, ‘alive’, ‘grouped’, ‘orderly’ etc. This
means that an opposite should have all properties in common, except for one,
which should be opposed. This opposed property will be called the comparison
axis. If we use the property ‘alive’ as comparison axis for example, then a group
of dead cops can be considered to be opposed to ‘the cops’.

In our computer implementation we use ConceptNet [4] to retrieve all prop-
erties of the two NPs that are involved in the scripts. If they have a sufficient
number of properties in common2 and the non-overlapping properties contain at
least one antonymous pair, then the NPs are considered to be opposed. In the
example ‘the cops’ and ‘the demonstrators’ actually have a lot of properties in
common. There are only a few properties that differ (good, brave, orderly, rowdy
and grouped) and these properties do contain a pair of antonyms: According to
WordNet [5] the property ‘rowdy’ of ‘the demonstrators’ is an antonym of the
property ‘orderly’ of ‘the cops’. Based on this observation it can be concluded
that both NPs are more or less opposed.

Technically speaking this method only proves that the two NPs in the am-
biguous sentence are opposed. It does not prove that the complete scripts are op-
posed. However, the NPs are essential for the difference between the two scripts.
Therefore it seems to be safe to assume that if the vertices of the NPs are op-
posed, the scripts are opposed as well.

6 Implementation

The presented method to distinguish humorous anaphora ambiguities from non-
humorous ones was implemented in a Java application. Figure 2 shows an overview
of the four modules that form this system.

The conversation agent is responsible for receiving input from the user and
keeping the conversation with the user going. It forwards all input from the
user to the rest of the system. If the system indicates that an anaphora joke
can be made, then the conversation agent will make this joke. Otherwise, the
conversation agent uses an AIML based chatbot [6] to formulate a response to
the user. Figure 3 shows an example of a conversation with the conversation
agent. Based on the first two utterances of the user the system cannot make
an anaphora joke, so it uses the AIML chatbot to formulate reactions. The
last utterance does contain a humorous anaphora ambiguity, so this time the
conversation agent returns the joke “The cops were violent?”.
2 Note that the requirement that both concepts must have all properties in common

except for one is relaxed a little. A concept that has most properties in common still
turned out to be reasonable opposite.
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Conversation Agent

Language Processor

Humour Evaluator

Joke Formulator

AIML ChatBot

Stanford Parser

JavaRAP

ConceptNet

Fig. 2. System architecture

User: Hi.
System: What can I call you?
User: My name is John.
System: John, nice to meet you! Are you a man or a woman?
User: I am a man. Did you know that the cops arrested the demonstrators

because they were violent?
System: The cops were violent? Or the demonstrators? :)

Fig. 3. Example of a conversation with the system

The analysis whether a user utterance contains humorous anaphora ambigui-
ties is done by the language processor and the humour evaluator. The language
processor uses JavaRAP [7], a Java implementation of the resolution of anaphora
procedure of Lappin and Leass [8]. JavaRAP locates every pronominal anaphor
in the text and returns its real antecedent only. For the purposes of our system it
was adjusted so it returns all possible antecedents from the current and previous
sentences, which are not excluded based on eliminating factors like gender and
number agreement. If at least two possible antecedents are found, the anaphoric
expression is ambiguous and this information is forwarded to the humour eval-
uator to check whether this ambiguity is humorous.

The humour evaluator implements the check for script opposition described
earlier in this paper. Roughly this comes down to comparing the real antecedent
of the anaphor to the possible other candidate(s). The properties of both NPs are
retrieved from ConceptNet. Both NPs are compared based on their properties. If
they have a sufficient number of properties in common and the non-overlapping
properties contain at least one pair of antonymous properties, then the scripts
representing both interpretations of the text are considered to be opposite, and
a joke can be formulated.

In caseof a humorous anaphora ambiguity, the joke formulator formulates a joke.
The joke is a simple clarification request that indicates that the anaphoric reference
was (deliberately) misunderstood. In case of the example with the cops and the
demonstrators this results in the clarification request “The cops were violent?”.
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7 Evaluation

The system was evaluated by having it analyze a chatterbot transcript and a
simple story text. In total these texts contained 253 cross-reference ambigui-
ties. These ambiguities were first analyzed by hand to locate all possibilities for
anaphora jokes. After this manual analysis the texts were input to the system for
automatic analysis. The results of the automatic analysis were then compared
to the manually obtained results to evaluate the performance of the system.

In this evaluation the system achieved a precision of 15% and a recall of
15%. This shows that the system is still quite susceptible to errors. The low
precision can mainly be attributed to errors in the anaphora resolution. JavaRAP
has an accuracy of less than 60% when it needs to rely on imperfect parser
output. This caused the system to make a significant amount of non-humorous
jokes. The low recall can be attributed to three factors. Errors in the anaphora
resolution caused 60% of these errors, 13% was caused by data sparseness of
ConceptNet and 27% can be ascribed to limitations of our humour evaluation
method. This moderate performance makes it unfeasible to use the system in
existing chat applications. However, the system was able to make a number
of jokes and the humour evaluation method does provide future prospects in
generating conversational humour.

8 Conclusion

This paper described a first attempt at automatically generating jokes based on
cross-reference ambiguity. Cross-reference ambiguity occurs frequently in texts
and conversations, but it turned out that humorous cross-reference ambiguities
are very rare. In fact, it was not feasible to chat with the system until it made
one or several jokes. Therefore the system was evaluated by having it analyze
several chat transcripts and a simple story text.

The evaluation showed that the system is susceptible to errors. Errors in the
anaphora resolution and the data sparseness of ConceptNet turned out to be
significant limitations. Nevertheless, the system was able to make a number of
jokes from the chat transcripts and simple texts. Since many of the errors cannot
be prevented without improving the anaphora resolution and the amount of
information in ConceptNet, it is unfeasible to further develop the implemented
system and use it in existing chat systems. However, the methods that were
introduced may very well prove to be useful in future applications and the idea
to utilize ambiguities in a text to construct jokes is useful as well.
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Abstract. When applied to supervised classification problems, dataset
complexity determines how difficult a given dataset to classify. Since
complexity is a nontrivial issue, it is typically defined by a number of
measures. In this paper, we explore complexity of three gene expression
datasets used for two-class cancer classification. We demonstrate that
estimating the dataset complexity before performing actual classification
may provide a hint whether to apply a single best nearest neighbour
classifier or an ensemble of nearest neighbour classifiers.

1 Introduction

Cancer classification based on expression levels of genes is a nontrivial task
for supervised classification methods. The main source of difficulty comes from
the fact that there are thousands of genes versus dozens of cases and often an
independent test set is unavailable. Hence, for any classifier it is easy to overfit
which implies poor generalisation to new data. In addition, there are usually
many classifiers performing equally well. The latter fact prompts researchers to
use ensembles of classifiers rather than a single classifier. However, an intriguing
question remains: when an ensemble outperforms a single best classifier (SBC),
given that both SBC and classifiers in an ensemble belong to the same model or,
in other words, when increased computational efforts spent on an ensemble are
worthy. In this work, we chose the nearest neighbour (NN) classifiers for study,
because NNs demonstrated very good performance in many practical tasks and
they do not have many parameters to set.

Our main idea is to analyse dataset complexity before actual classification
in order to decide whether estimates of this complexity can be employed when
choosing between an NN ensemble and SBC. The next section describes the
dataset complexity in detail.

2 Dataset Complexity Measures

It is known that the performance of individual classifiers and their ensembles is
strongly data-dependent. It is often difficult to give theoretical bounds on per-
formance or these bounds are limited to few very specific cases and/or too weak
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to be useful in practice. To gain insight into a supervised classification problem
such as cancer classification, one can adopt complexity measures introduced and
studied in [1]. Complexity measures described below assume two-class problems
and they are classifier-independent in the sense that they can be applied to any
classifier. We opted for classifier-independent measures in contrast to classifier-
specific ones, because the latter do not provide an absolute scale for comparison.
For instance, it is well known that an NN classifier can sometimes (but not
always) easily deals with highly nonlinear problems.

Fisher’s Discriminant Ratio (F1). Fisher’s discriminant ratio is defined
as f = (μ1−μ2)

2

σ2
1+σ2

2
, where μ1, μ2, σ21 , σ

2
2 are the means and variances of the two

classes, respectively. The higher f (f →∞ corresponds to two classes represented
by two spatially separated points), the easier the classification problem. Hence
F1 = max{fi}, i = 1, . . . , n, where n is the number of features.

Volume of Overlap Region (F2). A similar measure is the overlap of the tails
of the two class-conditional distributions. Let min(gi, cj) and max(gi, cj) be the
minimum and maximum values of feature gi in class cj . Then the overlap measure
F2 is defined to be F2 = Πn

i=1
MIN(max(gi,c1),max(gi,c2))−MAX(min(gi,c1),min(gi,c2))
MAX(max(gi,c1),max(gi,c2))−MIN(min(gi,c1),min(gi,c2))

.
The volume is set to zero if there is at least one feature for which value ranges of the
two classes do not overlap (negative numeratorof the ith component of the product
above signals about this case). In otherwords, the smallerF2, the easier the dataset
to classify.

Feature Efficiency (F3). This measure accounts for how much each feature
individually contributes to the class separation. Each feature takes values in a
certain interval. If there is an overlap of intervals of two classes, there is ambiguity
of classification in the overlapping region. The larger the number of cases lying
outside this region, the easier class separation. For linearly separated classes, the
overlapping region is empty and therefore all cases are outside of it. For highly
overlapped classes, this region is large and the number of cases lying outside
is small. Thus, feature efficiency is defined as the fraction of cases outside the
overlapping region. F3 corresponds to the maximum feature efficiency.

3 Datasets

SAGE Dataset. SAGE stands for Serial Analysis of Gene Expression [2]. This
is technology alternative to microarrays (cDNAs and oligonucleotides). Though
SAGE was originally conceived for use in cancer studies, there is not much
research using SAGE datasets regarding ensembles of classifiers.

In this dataset [3], there are expressions of 822 genes in 74 cases (24 cases
are normal while 50 cases are cancerous) [4]. Unlike many other datasets with
one or few types of cancer, it contains 9 different types of cancer. We decided



486 O. Okun and H. Priisalu

to ignore the difference between cancer types and to treat all cancerous cases as
belonging to a single class. No preprocessing was done.

Colon Dataset. This microarray (oligonucleotide) dataset [5], introduced in [6],
contains expressions of 2,000 genes for 62 cases (22 normal and 40 colon tumour
cases). Preprocessing includes the logarithmic transformation to base 10, followed
by normalisation to zero mean and unit variance as usually done with this dataset.

Brain Dataset. This microarray (oligonucleotide) dataset [7] introduced in [8]
is different from the previous two because it contains two classes of brain tu-
mour instead of cancer and normal classes. The dataset (also known as Dataset
B) contains 34 medulloblastoma cases, 9 of which are desmoplastic and 25 are
classic. Preprocessing consists of thresholding of gene expressions with a floor of
20 and ceiling of 16,000; filtering with exclusion of genes with max /min ≤ 3 or
max−min < 100, where max and min refer to the maximum and minimum ex-
pressions of a certain gene across the 34 cases, respectively; base 10 logarithmic
transformation; normalisation across genes to zero mean and unit variance. As
a result, 5,893 out of 7,129 original genes are only retained.

4 Experiments

4.1 Complexity Estimation

Table 1 provides the values of all complexity measures estimated for all datasets.
Italicised values point to the most complex dataset according to each measure.

Table 1. Summary of dataset complexity measures

Dataset F1 F2 F3

SAGE 0.35 2.86e-154 0.34
Colon 1.39 5.15e-300 0.42
Brain 2.78 0 0.74

All three measures are well correlated in the sense that the SAGE dataset is
ranked as the most complex while the Brain dataset is judged to be the least
complex by all measures. The Colon dataset has the medium complexity. Close
to zero values of F2 for all datasets imply that there are certain genes that
when being selected lead to the perfect class separation. Hence, gene selection
should be used prior to classification in order to boost classification performance.
Having obtained complexity estimates, we are now ready to check under which
circumstances an NN ensemble is superior to a single best NN classifier. We
presume that ensembles are more useful for complex problems while a single
strong classifier is enough to accurately classify easy data. Based on the current
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results, it looks as an ensemble would be the right choice for SAGE data whereas
a single best classifier would suffice for Colon and Brain data.

4.2 Performance Evaluation of NN Classifiers and Their Ensembles

The following values of the number of nearest neighbours were tried: k = 1, 3, 5.
Distance computation was done using Euclidean metric.

For gene selection, four methods also employed in [9] were chosen: pairwise
gene selection (greedy-pairs and all-pairs), greedy forward selection, and individ-
ual ranking. As follows from its name, pairwise gene selection takes into account
interaction between pairs of genes. Other two methods are one-gene-at-a-time
methods. All the methods expect two-class data and belong to the filter model,
i.e., they do not rely on a classifier when selecting genes, though they utilise
class labels for this purpose3.

A combination of gene selection followed by k-NN classification is termed
the base classifier. In total, there are 12 such classifiers to fuse into an ensemble
(four gene selection methods times three k-NN classifiers). Ensemble pruning was
performed before generating the final ensemble according to the algorithm [10]
based on diversity in predictions of individual NNs composing an ensemble4. This
algorithm iteratively selected L out of 12 base classifiers based on the diversity
criterion. The following values of L were tried: 3, 5, 7, 9, 11, and 12. For Brain
data, the diversity was very small and it quickly became saturated when adding
classifiers while it was the highest for SAGE data and exhibited fast growth
as ensemble size increased. Finally, the base classifiers left after pruning were
combined into an ensemble by 1) majority vote and 2) Näıve Bayes combination
with a correction for zeroes [11].

To evaluate classification performance, a Receiver Operating Characteristic
(ROC) was utilised, which is a plot of false positive rate (X-axis) versus true
positive rate (Y-axis) of a binary classifier [12]. The true positive rate (TPR)
is defined as the ratio of the number of correctly classified positive cases to the
total number of positive cases. The false positive rate (FPR) is defined as the
ratio of incorrectly classified negative cases to the total number of negative cases.
Cancer cases were assumed to be the positives for both SAGE and Colon data
while for Brain data the positives were classic medulloblastoma cases.

The ROC curve is a two-dimensional plot of classifier performance. To com-
pare classifiers one typically prefers to work with a single scalar value. This
value is called the Area Under Curve or AUC. It is calculated by adding the
areas under the ROC curve between each pair of consecutive FPR values, using,
for example, the trapezoidal rule. Because the AUC is a portion of the area of
the unit square, its value will always lie between 0 and 1. The better a classifier
performs, the higher its AUC.

Ensembles were generated 500 times using each combination scheme, with
each classifier working with the number of genes randomly set between 1 and
3 However, a decision about what gene(s) to select is made based on t-statistic.
4 Classifiers are diverse if they make errors on different cases so that errors are

uncorrelated.
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Fig. 1. Summary of the multiple comparison test (SAGE dataset)

50 so that the number of genes to be selected varied from classifier to classifier
in each ensemble. The AUC values were computed for both NN ensembles of all
possible configurations (six values of L above) and corresponding SBCs in each
ensemble. Based on these AUC values, the nonparametric statistical tests such as
the Kruskal-Wallis one-way ANOVA followed by the multiple comparisons with
the Scheffé’s S adjustment for the significance level α (α = 0.01 and α = 0.05
were tried) were carried out [13]. Both nonparametric tests operate on ranks of
AUCs rather than AUC values themselves5.

Results are summarised in Figs. 1-3. In all figures, ‘Ens�’ stands for the en-
semble of � base classifiers combined by the Näıve Bayes scheme, and ‘mean
rank’ stands for the average rank of AUCs in a certain group where groups are
SBC, Ens3, Ens5, Ens7, Ens9, Ens11, and Ens12.

Based on the statistical tests, NN ensembles regardless of the combination
scheme fared better than SBCs for the SAGE data (mean ranks of ensembles
are significantly larger than those of SBCs in Fig. 1, i.e., AUC values for en-
sembles tend to be larger on average than those for SBC), but not for other
two datasets, where SBCs were superior to ensembles. Thus, the estimates of
the dataset complexity computed above pointed to the correct choice for all
datasets. Regarding two combination schemes, Näıve Bayes combination slightly
outperformed majority vote on all datasets.

5 Notice that lower AUC values were assigned a higher rank. For example, if there
were the following values: 79, 75, and 89, then they got ranks 2, 1, and 3. Thus, the
lowest AUC value is always ranked the first.



Dataset Complexity and Gene Expression Based Cancer Classification 489

1000 1500 2000 2500 3000 3500

SBC

Ens12

Ens11

Ens9

Ens7

Ens5

Ens3

6 groups have mean ranks significantly different from SBC

Fig. 2. Summary of the multiple comparison test (Colon dataset)
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Fig. 3. Summary of the multiple comparison test (Brain dataset)
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5 Conclusion

As demonstrated by our experiments, a single best NN suffices for “easy” data-
sets such as Colon or Brain. For complex data sets such as SAGE, an NN ensem-
ble decisively outperforms a single best NN. The complexity measures we used
well correlated with this experimental evidence. Hence, they are useful when one
needs to choose between a single NN and an NN ensemble in gene expression
based cancer classification.
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Abstract. The problem of secondary structure prediction can be formu-
lated as a pattern classification problem and methods from statistics and
machine learning are suitable. This paper proposes a new combination
approach between Gaussian Mixture Model (GMM) and Support Vector
Machine (SVM) by typical sample extraction based on a UBM/GMM sys-
tem for SVM in protein secondary structure prediction. Our hybrid model
achieved a good performance of three-state overall per residue accu-
racy Q3 = 77.6% which is comparable to the best techniques available.

1 Introduction

Accurate prediction of protein secondary structure is a step towards understanding
the protein 3D structure which in turn determines the protein function. The prob-
lem of protein secondary structure prediction usually is formulated as classifying
the residues to the structure categories of helix (H), sheet (E) or coil (C) [1].

Many approaches have been proposed to solve this problem. They can be
grossly grouped into three classes: linear statistical methods based on amino
acid codings of the residues or physico-chemical properties or both [10]; sym-
bolic machine learning methods [11]; nonlinear statistical methods for predic-
tion, where neural networks or knn (K nearest-neighbor) methods etc. are often
adopted using amino acid codings of the residues or physico-chemical properties
as input [7], [8]. To formulate this problem into a statistical learning problem,
each residue is associated with a d-dimensional feature vector which includes
the amino acid codings of the residue and its physico-chemical properties, thus
each residue is viewed as a point in a d-dimensional space and will be called
cases or samples henceforth. When d is large, feature selection and/or feature
transformation are necessary. The goal is to choose those features and the trans-
formations that allow cases belonging to different categories to occupy compact
and disjoint regions in a transformed feature space.

In this paper, we propose a method as a combination of Gaussian Mixture
Model(GMM) and Support Vector Machine (SVM). SVM has been successfully
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used in predicting protein secondary structures [3]. The main ideas of SVM
can be viewed as that SVM maps the samples into a high dimensional space,
and seeking an optimum separating hyperplane in this space. The mapping is not
explicitly defined but is through the definition of a kernel function in the original
d-dimensional space. The attractive point of such defined transformation is that
the samples can be mapped into a space of infinite dimension but the classifier
is expressed in a format of a ”linear” combination of the kernel functions with
only a small number of samples (which are called support vectors) with non zero
coefficients αi.

f(x) =
l∑

i=1

αiyik(x, xi) + b (1)

Where xi ∈ IRd, 1 ≤ i ≤ l are the training data. Each point of xi belongs to one
of the two classes identified by the label yi ∈ {−1, 1}. Note that the coeficients
of this ”linear” combination have to be learned from the data and thus it is not
really linear.

We consider to fix Radial Basis Function (RBF) kernel for SVM and use GMM
to preselect the samples for SVM. The main idea is to denoise the training data
and provide typical and more appropriate samples for the learning of SVM clas-
sifier. In protein secondary structure prediction, the physico-chemical properties
of residues play the main role in the protein foldings. The term ”typical sam-
ples” in this area has been used for those training samples which satisfy the main
constraints to form a particular 3D structure for a residue. Intuitively these ”typ-
ical samples” have more concise information about the protein structures and
are more proper to be based on to perform a classification task. The GMM used
in selecting these typical samples has some consistency to the RBF kernels used
in SVM. The results show that such pre-processing of training data improves
the performance of SVM in protein secondary structure prediction.

2 The Hybrid GMM/SVM Architecture

Typically GMM is used in classifications because it is reasonably accurate in
approximating a complicated distribution. Let X i = {xt, t = 1...T i} denote
the set of samples from the ith class (e.g., a particular structure). The joint
distribution of these data can be modeled by a total number of J Gaussians as
follows [6]:

p(X i|θi
GMM ) =

T i∏
t=1

J∑
j=1

P (zj)Pzj (xt|uj , Σj) (2)

where θi
GMM includes all the model parameters, i.e., {P (zj), uj , Σj, 1 ≤ j ≤ J}.

Pzj (xt|uj , Σj) is the jth Gaussian distribution N(uj , Σj).
Suppose three GMM models were trained on data of three protein secondary

structures of helix (H), sheet (E) and coil (C), denoted as fH , fE and fC re-
spectively. According to the Bayes decision theory, a new sample x is to be
assigned to the class with highest posterior probability. If the sizes of the classes
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are treated as the same, then the sample x is to be assigned to the class with
largest log-likelihood value according to the estimated desities fH , fE and fC .
Here we adopt a similar idea in preprocessing the data using estimated densities.
We compare the log-likelihood value of each trainning sample evaluated by the
estimated density of its own class with the log-likelihood value evaluated by a
mixture density estimated on the training data from all protein secondary struc-
tures, the later is called a Universal Background GMM Model (UBM/GMM).
The UBM/GMM log-likelihood value is used as threshold for each sample. ”Typ-
ical samples” are defined as those samples with the log-likelihood value of its own
class larger than the log-likelihood values evaluated by UBM/GMM model. Only
the ”typical samples” will be used in trainning SVM for protein secondary struc-
tures prediction. This method strategically reduce the input number of samples
and ensure the fast and accurate trainning for SVM.

In our approach a dataset of 619 protein chains from three protein secondary
structures were used to train the UBM model. Figure 1 shows the framework of
our hybrid architecture. First the sequence data are marked as either noise or
signal using the UBM/GMM system and then the ”typical samples” extracted
in the first step are used as input to the SVM training.

Fig. 1. Framework of the proposed hybrid GMM/SVM architecture

3 Experiments

3.1 Data Set

Two data sets were used in evaluating our system. The first dataset (RS126
dataset) consists of 126 protein chains, was presented by Rost and Sander [8].
The other larger dataset, referred as CB513 dataset by Cuff and Barton [9],
contains 513 proteins.

3.2 Experimental Results

We perform the analysis by the proposed method on two data sets. The accuracy
of the prediction is estimated by sevenfold cross validation on both UBM/GMM
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and SVM phases. The number of Gaussians in the pre-processing phase was
selected as 64.

In the GMM phase, with the selected mixture, we got the best prediction
accuracy of Q3 = 57.68% having 15 as the window size for RS126 dataset and
Q3 = 65.84% for CB513 dataset by setting 13 as the window size. These results
illustrate that GMM itself does not perform as well as the other techniques such
as PHD and SVM which have reached the accuracy above the threshold of 70%.
However, SVM by the typical samples has improved the prediction accuracy
largely, which shows that GMM has done well in the typical sample extraction.

For RS126 dataset, 79.78% of the trainning samples are extracted as typical
samples by using the window size as 5. Whileas for CB513 dataset, this number is
59.53%. The number of samples that have been marked as noise in CB513 dataset
is much greater than that for RS126 and the extraction has been more accurate
on a larger dataset. This results from the fact that the density estimation is
better with a larger data set.

To optimize the performance, three tuning parameters are estimated by sev-
enfold cross validation grid search. They include the window size, the γ value in
the kernel function and the regularization parameter C for SVM. The optimal
values for these parameters are shown in Table 1.

Table 1. The optimal values of tuning parameters and the prediction accuracy

Dataset Classifier γ C Windowsize Accuracy(%)

H/H̃ 0.26 1.35 11 77.69

E/Ẽ 0.21 1.16 11 75.47

RS126 C/C̃ 0.16 1.42 15 78.35
H/E 0.12 1.13 13 73.98
E/C 0.26 1.37 9 74.87
C/H 0.17 1.46 13 75.42

H/H̃ 0.16 1.43 11 85.56

E/Ẽ 0.35 1.31 11 79.27

CB513 C/C̃ 0.23 1.36 13 83.99
H/E 0.15 1.47 11 80.34
E/C 0.38 1.24 15 78.22
C/H 0.18 1.36 13 79.32

The prediction accuracies of tertiary classifiers on both data sets are shown
in Table 2. The best performing tertiary classifier, measured by Qtotal score is
TREE1 having a per-residue accuracy of 77.6%.

3.3 Comparison with Other Methods

A fair comparison of different methods turns out to be difficult, because different
trainning datasets and different secondary structure assignments are used[3].
However, some authors have published their experimental results estimated on
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Table 2. Performance of our tertiary classifier

Dataset T ertiaryClassifier Qtotal(%) QH(%) QE(%) QC(%) CH CE CC

TREE1 (H-E-C) 74.69 77.33 70.29 73.83 0.61 0.53 0.54
RS126 TREE2 (E-C-H) 73.39 76.17 68.25 74.38 0.58 0.51 0.55

TREE3 (C-H-E) 72.74 75.43 69.13 75.73 0.54 0.53 0.55

TREE1 (H-E-C) 77.58 79.23 73.76 78.19 0.63 0.54 0.56
CB513 TREE2 (E-C-H) 74.41 77.45 71.22 78.1 0.60 0.53 0.55

TREE3 (C-H-E) 75.22 78.71 70.05 80.21 0.60 0.53 0.57

the same datasets using the same performance measures. Comparisons between
PHD method presented by Rost and Sander [8], SVM method proposed by Hua
and Sun [3], and our hybrid GMM/SVM method are shown in Table 3. Note
that the number of support vectors used by Hua and Sun is 43-53% and the
number of support vectors in our approach is 36-44%.

Table 3. Comparison with the results of PHD and SVM

Dataset Method Qtotal(%) QH(%) QE(%) QC(%) CH CE CC

PHD 70.8 72 66 72 0.60 0.52 0.51
RS126 SVM 71.2 73 58 75 0.61 0.51 0.52

GMM/SVM 74.7 77 70 75 0.61 0.53 0.55

PHD 72.1 70 62 79 0.63 0.53 0.52
CB513 SVM 73.5 75 60 79 0.65 0.53 0.54

GMM/SVM 77.6 79 70 80 0.63 0.54 0.57

3.4 Tools

SVM training and scoring are performed using the software LibSVM [12]. GMM
validation was performed using the open-source software HTK 3.2.1[13].

4 Conclusion

GMM and SVM are very suitable tools for data mining and machine learning
applications. However, classic mixture models like GMM, which is a HMM with
one state; uses the same set of mixture weights for all the training data of a
specified class, which causes problems in fitting the training data accurately.
On the other hand, processing a large number of feature vectors in a problem
like protein secondary structure prediction is quite difficult for SVM. This paper
presented a new hybrid system that fuses the advantages of both GMM and SVM
for protein secondary structure prediction. Performance of 77.6% was achieved
using this approach which is comparable to the best available techniques.
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Abstract. Protein Structure Prediction (PSP) aims to reconstruct the
3D structure of a given protein starting from its primary structure (chain
of amino acids). It is a well known fact that the 3D structure of a protein
only depends on its primary structure. PSP is one of the most important
and still unsolved problems in computational biology. Protein Structure
Selection (PSS), instead of reconstructing a 3D model for the given chain,
aims to select among a given, possibly large, number of 3D structures
(called decoys) those that are closer (according to a given notion of dis-
tance) to the original (unknown) one. Each decoy is represented by a set
of points in R

3. Existing methods for solving PSS make use of suitably de-
fined energy functions which heavily rely on the primary structure of the
protein and on protein chemistry. In this paper we present a completely
different approach to PSS which does not take advantage at all of the
knowledge of the primary structure of the protein but only relies on the
graph theoretic properties of the decoys graphs (vertices represent amino
acids and edges represent pairs of amino acids whose euclidean distance
is less than or equal to a fixed threshold). Even if our methods only rely
on approximate geometric information, experimental results show that
some of the graph properties we adopt score similarly to energy-based
filtering functions in selecting the best decoys. Our results show the prin-
cipal role of geometric information in PSS, setting a new starting point
and filtering method, for existing energy function-based techniques.

1 Introduction

One of the most important and largely unsolved problems in bioinformatics is the
so called 3D protein structure prediction (PSP) [2,5,9]. It is a well known fact that
all protein molecules are uniquely identified by means of their primary structure,
i.e., the sequence of amino acids that forms the backbone of the protein. In other
words, under physiological conditions, a chain of amino acids admits a unique
compact and functionally active conformation called native structure. PSP is the
problem of computing the 3D structure of a protein, i.e., the spatial coordinates
of all the amino acids, taking as input its primary structure. The output of
PSP methods usually consists of a possibly large set of candidates (decoys) that
are expected to approximate the given protein conformation. Protein Structure
Selection problem (PSS), instead of reconstructing a 3D model for a given chain
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of amino acids, aims to select, among a given, possibly large, number of decoys
those that are closer (according to a given notion of distance) to the original
(unknown) protein 3D structure. A number of heuristics have been developed
during the last few years for solving PSS (see for example [10,6,9,15]). All of
them make use of the so called energy functions. Energy functions take as input
the primary structure of the protein and the description of a decoy and yield a
numerical value (score) which is expected to measure the quality of the decoy.
The lowest is the energy of a decoy the closest to the 3D structure of the original
protein it should be. Unfortunately, it is known that small intrinsic errors can
lead to predict a high number of erroneous structures having a lower energy than
the native structure [7]. In this paper we present a completely new approach to
face PSS based on the analysis of some selected graph properties on suitably
defined decoys graphs. We represent each decoy as an undirected graph where
vertices represent amino acids (residues) and edges represent pairs of amino acids
whose euclidean distance is less than or equal to a fixed threshold. Distances
are actually computed between pairs of Cα atoms which are approximately the
centroids of the amino acids. Decoys graphs can be represented by contact maps:
binary matrices where values equal to 1 represent pairs of amino acids whose
distance is lower or equal to a threshold1.

The main goal of this paper is to shed some light on the relations existing
between decoys and graph properties. We wish to emphasize that our ranking
techniques are completely independent of the primary structure of the proteins.
In other words, we evaluate decoys quality according to (coarse) geometric in-
formation only. To test our methods and to make them comparable to other
methods, we use one of the most widely accepted benchmark data set [15], avail-
able at the Baker Laboratory web site2 (see Appendix 2.2). Given the data set of
protein and decoy structures, we consider seven graph properties, namely Aver-
age Degree, Contact Order, Normalized Complexity, Network Flow, Connectivity,
and a weighted version of Network Flow and Connectivity. The ability of each
graph property to distinguish between correct and incorrect 3D structures is then
evaluated by computing the Z score and the Enrichment score [15]. Experimen-
tal results show that the above listed properties perform similarly (if not better)
to previously described methods based on backbone energy functions [15,14]. In
addition, we assess the quality of our method following the MQAP CAFASP4
criteria and data sets. The Critical Assessment of Fully Automated Structure
Prediction (CAFASP) experiment is a blind test that provides an objective as-
sessment of the effectiveness of automated PSP methods. The Model Quality
Assessment Programs (MQAP) category of the CAFASP4 evaluated capabilities
of state of the art programs to distinguish near native structures among de-
coys. We show that our procedure ranks among the best MQAPs at the MQAP
CAFASP4 experiment.

1 Thresholds in the range from 7 to 18Å with a step of 1Å were tested, finding no
correlation with the Enrichment and Z score of the best performing graph properties.
For sake of brevity in this paper we show results for a fixed threshold.

2 ftp://ftp.bakerlab.org/pub/decoys/decoys 11-14-01.tar.gz
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2 Materials and Methods

2.1 Graph Properties

We selected graph properties with polynomial time complexity able to capture
some of the properties of the whole protein 3D structure. The average time to
compute3 one of the following graph properties on a decoy is less than 1 second,
allowing to use them as filtering tools in wide-scale computing.

Average Degree (AvgDeg). This property is obtained as the ratio of the number
of edges (contacts) in the protein structure divided by the protein length. The
number of edges of a given residue depends on the protein 3D structure. The
greater the number of edges the more contacts each residue makes.

Contact Order (CO). Contact Order measures the average contact (edge) dis-
tributions with respect to the residue sequence separation [11]. CO is computed

as: CO =
�nedges Δij

n

nedges where the summation index runs only on the adjacent
residue pairs i and j, n is the protein length, Δij = |i − j| is the distance be-
tween residues i and j measured on the primary protein structure (sequence
separation), and nedges is the number of edges in the graph associated to the
protein contact map. A high contact order value implies that there are several
adjacent residues that are far apart on the residue sequence but are close in the
3D structure.

Normalized Complexity (Ncompl). The complexity is the number of spanning
trees of the graph [4], namely the number of all the trees that link all the graph
vertices. It is computed as previously described in [1] using GSL libraries [8].
Values of this property are exponentially increasing at increasing number of
edges per protein length (AvgDeg). We define Ncompl as the complexity of the
graph divided by AvgDegn, where n is the residue number of each protein. Since
AvgDeg is different for each structure, the information contained in Ncompl can
be regarded as a normalized complexity.

Network Flow (Flow). Flow computes the maximum flow from the first (residue
in position 1) to the last residue (residue in position n), i.e. the minimum number
of contacts (edges) that have to be deleted in order to disconnect the first and
the last residue [4]. This property is related to the protein connectivity with
respect to the first and last residue and is computed with HI PR4, an efficient
implementation of the push-relabel method [3].

Weighted Flow (Wflow). Wflow is the maximum flow (Flow) considering the
graph edges (contacts) weighted by the value of the distance between adjacent
residues Δij as measured on the primary protein structure.

Connectivity (Conn). Conn is the edge connectivity: the minimum number
of edges that have to be deleted to disconnect at least one residue from all the
others [4]. It is computed as the minimum of each maximum flow from the first
residue to each other residue.
3 Computations were run on a system equipped with 2Gb RAM and 2.40GHz Intel(R)

Xeon(TM) CPU.
4 http://www.igsystems.com/hipr/download.html
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Weighted Connectivity(Wconn) Wconn is similar to Conn, however with wei-
ghts associated to edges. Weights are distances between adjacent residues Δij as
measured on the primary protein structure.

2.2 Decoy Set

The decoy set was downloaded from the Baker’s Laboratory web site5. This set
(Rosetta) was obtained with the Rosetta algorithm that routinely can generate
reasonable low-resolution structures, but that cannot reliably identify the most
native-like model [2]. We choose this decoys set because it is the most recent and
complete in terms of number of proteins and decoys per protein6. In particular,
the decoys were produced following four criteria: 1) containing conformations
for a wide variety of different proteins; 2) containing conformations close (<0.4
nm) to the native structures; 3) consisting of conformations that are at least
near local minimum of a reasonable scoring function; 4) being produced by a
relatively unbiased procedure (see [15] for details). Fig. 1 shows for each protein

Fig. 1. Average CαRMSD (in Å) computed over the Rosetta decoy set adopted for
benchmarking our method. The set is constructed to be an objective and difficult test
for PSS; it consists of 41 native proteins with about 1800 decoys per native protein,
for a total of about 76000 protein structures.

in the set the average CαRMSD of the decoys from the native protein together
with the corresponding standard deviation.

2.3 Enrichment and Z Score

The Z score accounts for the deviation from the average distribution in standard
deviation units. More formally for a graph property (see section 2.1) m:

Z =
mn − avgm

varm
5 ftp://ftp.bakerlab.org/pub/decoys/decoys 11-14-01.tar.gz
6 For other decoys set see Decoys’R’Us web site http://dd.compbio.washington.edu/



A Graph Theoretic Approach to Protein Structure Selection 501

where mn is the value of m for the native protein 3D structure, avg and var
are respectively the average and variance of m for the corresponding protein
models/decoys. To compute the Z score of a set of decoys we take the average
of Z scores values for each native structure (wrt corresponding decoys) in the
set. The larger is the absolute Z score value, the better a specific graph property
sorts out the native structure among its decoys.

The Enrichment score, as introduced by [15], accounts for the correlation
between the property under examination and the CαRMSDbetween the de-
coys/models and the native structure. The Enrichment is computed as:

Enrichment =
#(First(k,m) ∩ First(k,CαRMSD))

#(First(k,Random) ∩ First(k,CαRMSD))

where First(k, m) is the subset of the first k decoys ranked according to the graph
property m, at decreasing or increasing values, depending on the graph property
type7; First(k, CαRMSD) is the subset of the first k decoys ranked according to
the CαRMSDfrom to the native structure; First(k, Random) is the subset of the
first k decoys ranked according to the random assignment. To compare our results
with those in [15], the number of decoys found in the intersection set between the
top high scoring 15% decoys (as obtained according to a given graphproperty), and
the top 15%decoyswith the lowestCαRMSDfor a givennative protein is dividedby
the number of random assignment (the random assignment value is equal to 15%×
15%× total number of decoys in the set). This is done to highlight the performance
of the graph property at hand. An Enrichment value equal to one indicates that the
graph property does not perform better than a random assignment (the higher the
value the better is the performance of the property at hand).

3 Results

In this paper we test our method using the Rosetta decoy set [15], computing
the same accuracy scores previously described in [15]: the Z and Enrichment
score (see Section 2.3 for detailed description). Results are reported in the last
seven rows of Table 1: Ncompl, Wflow and CO are graph properties satisfactory
enough to obtain an average Enrichment value higher than one (which is the
Enrichment of random assignment) over the protein set. In order to effectively
evaluate our graph-based properties we compare our results with methods that
have been proved to be very efficient (in [14,15]). From Table 1 emerges that
the graph properties perform quite similarly to existing functions, in terms of
Enrichment. This is very surprising if we take into account that such accuracy is
obtained without any knowledge of chemical information of the native structure,
so that they are really complementary to other existing methods for PSS. On
the contrary, when the Z score is considered, our graph-properties perform worse
than some energy-based functions, indicating that a finer tuning is necessary
to pick up the native structure among a set of very close-native decoys. These
7 All properties of this work require decreasing order.
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Table 1. Comparison of graph-based functions with the state of the art functions on
Rosetta decoy set. The graph properties (last seven rows) perform quite similarly to
existing functions in terms of Enrichment. This is surprising if we take into account
that such accuracy is obtained without any knowledge of the chemical information of
the protein structure.

Function/Property
Rosetta

Enrich. Z score

All atom:
RAPDF1 1.23 -6.71

SOLV2 0.84 -2.96

HYDB2 1.33 -6.29

TORS2 1.36 -2.09

FRST2 1.41 -3.72

LJ attractive3 1.40 -1.48

LJ attractive,
side chain only3 1.35 -1.47

LJ repulsive capped3 0.85 4.37

LJ repulsive linear3 0.87 3.10

LJ repulsive linear,
side chain only3 0.78 -1.48

LJ total, capped3 0.92 4.38

LJ total, linear3 1.14 -2.48

LJ total, linear,
side chain only3 1.26 -2.86

Coulomb3 1.14 -1.52

Screened Coulomb3 0.87 -0.96

GB desolvation3 0.63 1.51

GB SA3 1.61 -1.29

GB total3 0.63 1.08

SASA-ASP3 1.53 -1.60

Function/Property
Rosetta

Enrich. Z score

All atom(cont.):
Effective solvent3 0.93 1.77

Main chain
hydrogen bonding3 1.01 -1.16

Side chain
hydrogen bonding3 0.97 -2.05

Centroid/Backbone:
Residue-environment
(structural)3 1.22 1.22

Residue-residue (pair)3 1.33 1.14

Hard sphere repulsion3 0.98 -0.53

Strand assembly in sheets3 0.99 -0.18

Strand orientation3 1.41 -1.38

Strand packing3 1.38 -0.98

Helix-strand packing3 1.04 0.45

AvgDeg4 1.07 0.56

CO4 1.18 0.81

Ncompl4 1.46 0.38

Flow4 0.85 -0.08

Conn4 0.58 -0.10

Wflow4 1.15 0.11

Wconn4 0.69 -0.09

(1) From [12], computed using Victor/FRST software available at
http://protein.cribi.unipd.it/frst/. (2) From [14], computed as 1. (3)
From [15]. (4) This work.

findings show that our approach, based only on the properties computed from the
protein graphs can be adopted when addressing the problem of discriminating
native-like conformations in decoy sets, at least as a pre-filtering procedure.

3.1 CAFASP4

CAFASP experiment aims to evaluate the performance of fully automatic struc-
ture prediction methods. In contrast to the normal CASP procedure, CAFASP
compares prediction methods without allowing any human intervention. The last
CAFASP experiment (CAFASP4) automatically generated some 40000 mod-
els for 83 targets. In the CAFASP4 MQAP (Model Quality Assessment Pro-
grams) category methods to distinguish near-native structures from decoys are
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Table 2. Comparison of the best performing graph property Ncompl with the best
6 functions ranked at MQAP CAFASP4: N-1 rank among 86 participants, total cu-
mulative MaxSub score, and number of correct predictions (MaxSub > 0). MQAP
consensus is a combination of all MQAPs at CAFASP4. Note that Ncompl, computed
without any knowledge of the protein primary structure, is ranked among the top 4
MQAPs.

Energy-based (1):
MQAP CAFASP4

N-1 rank Total score Ncorrect

Victor/FRST 11 25.47 52

Verify3D 13 25.38 52

Solvex 13 25.25 55

RAPDF 19 24.36 50

ProsaII 22 24.38 48

ProQ 22 24.21 51

Graph-based (2):
Ncompl 16 24.79 49

(1) CAFASP4. (2) This work.

compared8. A MQAP is defined as a program that receives as input a 3D model
and produces as output a real number representing the quality of the model.
A blind test on the top models predicted by the other prediction methods on
70 targets was used to independently assess the quality of the 15 participat-
ing MQAPs. Three evaluation criteria were used: Ncorrect, N-1 rank and Total
score, all based on MaxSub score. The MaxSub score [13] is the fraction of the
model with CαRMSDless or equal to 3.5 Å from the native structure. It assigns
scores to a model in the range 0.0 to 1.0. For each of the 70 targets the best
model according to the MQAP at hand is considered. Ncorrect is the number of
models, among the 70 selected, with MaxSub > 0; the Total score is the sum
of the MaxSub scores of selected models, and N-1 rank is the best ranking of
the MQAP relative to other MQAPs considering only 69 targets. In other words
N-1 rank is the highest rank a MQAP achieves, ordering MQAPs by decreas-
ing Total score, in any subsets of 69 targets. Results for best MQAPs and for
our best graph property Ncompl are shown in Table 2. Models and details are
available at the CAFASP4 web site9. Note that N-1 rank is relative to all 86
participants of CAFASP4 (including predictors, meta predictors and MQAPs).
It is interesting to note that Ncompl is ranked among the top 4 MQAPs, even
if it is computed without any knowledge of the chemical structure of the target
protein structures.
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Abstract. For a quantitative analysis of differential protein expression,
one has to overcome the problem of aligning time series of measurements
from liquid chromatography coupled to mass spectrometry. When re-
peating experiments one typically observes that the time axis is deformed
in a non-linear way. In this paper we propose a technique to align the
time series based on generalized canonical correlation analysis (GCCA)
for multiple datasets. The monotonicity constraint in time series align-
ment is incorporated in the GCCA algorithm. The alignment function
is learned both in a supervised and a semi-supervised fashion. We com-
pare our approach with previously published methods for aligning mass
spectrometry data on a large proteomics dataset.

Keywords: Canonical Correlation Analysis, Time Series Alignment,
Proteomics.

1 Introduction

Liquid chromatography coupled to mass spectrometry (LC/MS) has become the
technology of choice for the quantitative analysis of proteins over the last years.
Liquid chromatography provides a time series of measurements. A major problem
when comparing two biological samples measured with LC/MS is a non-linear
time deformation when comparing two experiments. The LC/MS generates peaks
along the time axis. When two mass spectrometry experiments are aligned, as
many peaks as possible should be matched between the two runs, while ensuring
that most of the matches are correct.

One of the standard methods for aligning mass spectrometry experiments is
called correlation optimized warping (COW) [1], where piece-wise linear func-
tions are fitted to align the time series. A hidden Markov model [2] was proposed
to align the mass spectrometry data as well as acoustic time series. Tibshirani
[3] proposed hierarchical clustering for aligning. None of the previous methods,
however, includes the knowledge from identified peptides that are available in
tandem mass spectrometry.

F. Masulli, S. Mitra, and G. Pasi (Eds.): WILF 2007, LNAI 4578, pp. 505–511, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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In this paper we will extend the idea of optimizing the correlation between
two experiments from piece-wise linear functions to general non-linear functions.
Further we provide a multiple alignment method that employs both super- and
semi-supervised learning and, thus, benefits from a larger training set: Tandem
mass spectrometry allows us to identify a certain (and typically small) fraction
of peaks from which we can establish sure correspondences in the two runs. In
the sequel we will call those peaks that form the sure correspondences labeled
peaks. All other peaks will be called unlabeled. Due to the semi-supervised nature
of our approach, the inference process will include both types of peaks.

2 Problem Description

In quantitative proteomics one is interested in classifying a protein sample (e.g. a
blood plasma sample) according to some phenotypes, e.g. distinguishing between
cancer and non-cancer. Moreover, in many applications it is of particular interest
to identify those proteins that are relevant for the actual discrimination task. In
bottom-up proteomics, the proteins are first digested by an enzyme into smaller
sized pieces, called peptides. Let p(1)i and p(2)i be the (measured) amount of ions
of peptide i in sample 1 and 2. According to [4] the differential protein expression
δ̂p can be estimated as

δ̂p = 1
n

∑n
i=1

(
log

(
p
(1)
i

)
− log

(
p
(2)
i

))
(1)

The basis for differential protein expression estimation is a large set of peptides
that are measured and identified in both samples. The LC/MS/MS measure-
ments have two stages: In the first stage the peptides appear as peaks in a two
dimensional image (see Figure 1). The first dimension is the retention time (the
time when the peptides elute from the liquid chromatography column). The sec-
ond dimension is the mass/charge ratio of the peptide. Figure 1 schematically
shows two repeated experiments. The peptides are depicted by crosses. In a sec-
ond stage a so called tandem mass spectrum is drawn, which is used to identify
the underlying peptide sequence. Since this process is very time consuming, the
underlying peptide sequence can only be acquired for a small (random) subset
of peaks. In Figure 1, the peaks with known peptide sequence are marked by
circles. There is only a small overlap of identified peptide sequences between
the two experiments. It is our goal to increase the number of peptides identi-
fied jointly in both experiments and, hence, increase the number of differential
protein abundance values. For this purpose we predict the retention time of
peptides in one experiment which are only identified by LC/MS/MS in another
experiment. While the mass/charge axis is preserved very well over different ex-
periments, we typically observe non-linear deformations of the retention time
axis. To estimate the retention time deformation, we use both supervised and
unsupervised information. The supervised information is a list of time point
correspondences (x1, y1), . . . (xn, yn) with known peptide sequence, where xi are
the time points in the first experiment and yi are the time points in the second
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Fig. 1. A sketch of an LC/MS alignment. The crosses depict detected peaks, the circles
depict identified peaks.

experiment. Unsupervised information is provided by a set of time points in the
first experiment and another such set in the second experiment for which we
don’t know the peptide sequences and thus don’t know the correspondences in
the opposite experiment.

3 Alignment

3.1 Supervised Alignment by Canonical Correlation Analysis

The easiest way to estimate the time deformation function is by applying robust
ridge regression [4]. Ridge regression has two disadvantages:

1. It is not symmetric in the sense that the estimated time deformation function
gl→k from experiment l to experiment k is not necessarily an inverse of gk→l.

2. The estimated function is not necessary monotone increasing. It might, thus,
violate the monotonicity constraint that is inherent in temporal alignments.

To overcome the above problems of ridge regression we propose to address the
alignment task by way of canonical correlation analysis (CCA) [5]. The two time
scales are both mapped on a canonical time axis. Correlation analysis aims to
find a linear projection on a canonical time axis such that the correlation between
the two random variables is maximized. The time points are projected a high
dimensional basis, e.g. a polynomial basis (φ(xi) = (1, xi, x

2
i , x

3
i , . . .)

t). Later we
will use another set of basis functions. We assume that the sample vectors φ(xi)
have zero mean and unit variance. The objective is to find parameter vectors
β1 and β2 that maximize the correlation between the linear projections φ(xi)tβ1
and φ(xi)tβ2

maxβ1,β2

�n
i=1 βt

1φ(xi)φ(yi)
tβ2√�n

i=1(φ(xi)tβ1)2
�n

i=1(φ(yi)tβ2)2
(2)



508 B. Fischer, V. Roth, and J.M. Buhmann

The problem can directly be solved by a transformation to an eigen-value prob-
lem. In order to include the time-monotonicity constraint, however, it is advan-
tageous to use an alternative formalization of the optimization problem, which
can be equivalently restated as follows:

minβ1,β2

∑n
i=1 (φ(xi)tβ1 − φ(yi)tβ2)

2 s.t. ‖β1‖ = 1, ‖β2‖ = 1. (3)

The function gk(xi) = φ(xi)tβk denotes the transformation from the time scale
k to the canonical time scale. Even for this reformulated problem, however,
we have not the guarantee that the transformation is monotonically increasing.
In the case of a non-monotone function it is impossible to find an unambiguous
transformation between time scales k to l, because in general gk is not invertible.

To overcome this problem we propose two changes in the setting of canonical
correlation analysis:

1. We use a set of hyperbolic tangent basis functions .
2. We introduce a non-negativity constraint on the regression parameters .

The basis functions are defined as

φ(xi) = (tanh (σ(xi − z1)) , . . . , tanh (σ(xi − zd)))
t . (4)

The set of vectors z1, . . . , zd can either be chosen as the set x1, . . . , xn or as a
set of d time points equally distributed over the range of the respective time
scale. The parameter σ is a scaling parameter. It controls the smoothness of the
estimated alignment function.

If the parameters β1 and β2 are non-negative, the function gk(xi) = φ(xi)tβk

is monotonically increasing, because it is a linear combination of monotoni-
cally increasing (hyperbolic tangent) functions with non-negative coefficients.
The alignment problem can now be defined as non-negative GCCA with hyper-
bolic tangent basis functions. We want to find the parameter vectors β1 and β2
that minimize the objective function

minβ1,β2

∑n
i=1 (φ(xi)tβ1 − φ(yi)tβ2)

2 s.t. ‖β1‖ = 1, ‖β2‖ = 1, βk,j ≥ 0. (5)

The problem is solved iteratively. In a first step the objective function is mini-
mized over β1 while keeping β2 fixed. Then the length of the vector β1 is normal-
ized to fulfill the constraint ‖β1‖ = 1. In a second step the objective is minimized
over β2 while keeping β1 fixed, and β2 is normalized accordingly. In each step
of the iteration we have to solve a non-negative least-squares problem for which
we use the Lawson-Hanson algorithm [6].

Using the above definition of the correlation problem we can easily extend
the correlation coefficient to a robust version that is less sensitive to outliers. We
propose to replace the squared loss by Huber’s robust loss function. Optimization
of the robust GCCA functional is similar to its quadratic counterpart (5), but
with an additional inner loop that solves the robust non-negative least-squares
problems by an iteratively re-weighted non-negative least-squares algorithm.
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3.2 Multiple Canonical Correlation Analysis

Sometimes there are only a very few peptides that are measured in both runs. In
the case where one has more than two experiments one can benefit from multiple
datasets to increase the training dataset. The problem of canonical correlation
analysis can be extended to multiple correlation analysis [7,8]. First notice that
one can alternatively reformulate the two constraints ‖β1‖ = 1 and ‖β2‖ = 1 in
equation (3) to one single constraint ‖β1‖ + ‖β2‖ = 2 [9]. A possible extension
of GCCA to K time series is then defined as

minβ1,...,βK

∑
1≤k<l≤K

mk,l∑
i=1

(
φ(x(kl)

i )tβk − φ(y(kl)
i )tβl

)2
(6)

s.t.
K∑

k=1

‖βk‖ = K,βk,j ≥ 0 . (7)

The correspondence time points between time series k and l are denoted by
x
(kl)
i and y

(kl)
i . This problem can again be solved iteratively by minimizing the

objective function with respect to one vector βk while keeping the other vectors
βl, l �= k fixed.

3.3 Semi-supervised Alignment

All variants of canonical correlation analysis introduced in the previous section
can be combined with a semi-supervised alignment. The semi-supervised problem
involves both a set of detected peaks for which the underlying peptide sequence
is not necessarily identified and a set of identified (or labeled) peaks. Starting
with the model that is trained exclusively on the labeled peaks, we iteratively
augment this set by correspondences that can be predicted with high certainty.
The augmented set of correspondences might contain some errors, but since we
include in every iteration only the high-certainty correspondences we expect that
the inclusion of additional training peaks is beneficial. The experiments in the
next section support this hypothesis.

4 Experiments

As a test set for our aligning method we use 24 mass spectrometry experiments
for proteins from an arabidopsis thaliana cell culture. In each experiment we
have 6-8 runs (technical replicates) that are used to assess the quality of the
alignment. For each of the experiments all pairwise alignments were computed
(and the multiple alignment respectively), so that we end up with 15-28 pairwise
alignments per experiment.

We compared the method using the labels of the peaks by cross validation.
We separated all identified peptides in a training set and an independent test
set (80% / 20%). This splitting was repeated 20 times. For the semi-supervised
learning we added all detected peaks, ignoring the labels in this particular step.
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Fig. 2. Precision-Recall-Curve matching peak correspondences

All test peaks are mapped from one time series to a time point of the second time
series. If there is a peak in the second time series within a window of acceptance
around the predicted time point, the peak is accepted as a match. The number
of matches varies with the size of a window of acceptance. For the evaluation we
consider three cases:

1. no match. The peak is not assigned to any peak in the second time series.
2. correct. The peak is assigned to the peak with the same label
3. wrong. The peak is assigned to the peak with another label

From these categories we then compute precision and recall values as follows:

(recall) rec =
#correct

#correct + #wrong + #nomatch
(8)

(precision) prec =
#correct

#correct + #wrong
(9)

In Figure 2 the precision-recall curves are plotted by varying the size of the
window of acceptance. Here again multiple GCCA outperforms ridge regression.

5 Conclusion

In this paper we are concerned with one step in the data analysis process in
quantitative differential proteomics experiments. If an experiment with a liquid
chromatography unit is repeated, one can observe a non-linear deformation of
the time measurement.

We have provided a novel technique for aligning time scales based on gen-
eralized canonical correlation analysis. With the novel technique we overcome
two severe problems of previous approaches: non-symmetry of the time predic-
tion function and a potential violation of the monotonicity constraint which
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is inherent in temporal alignments. Our novel technique is based on general-
ized canonical correlation analysis with a built-in non-negativity constraint. It
is based on a set of monotonically increasing and bounded basis functions.

On a large proteomics dataset we have demonstrated that multiple generalized
canonical correlation analysis outperforms ridge regression in terms of precision
and recall. The number of peptide comparisons and the precision of correspon-
dences could be improved by the novel technique. This has a direct implication
on the estimation of differential protein expression values, because it increases
the number of proteins and improves the estimation quality of differential protein
expression values.
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Abstract. In this paper we extend kernel functions defined on gener-
ative models to embed phylogenetic information into a discriminative
learning approach. We describe three generative tree kernels, a Fisher
kernel, a sufficient statistics kernel and a probability product kernel,
whose key features are the adaptivity to the input domain and the ability
to deal with structured data. In particular, kernel adaptivity is obtained
through the estimation of a tree structured model of evolution starting
from the phylogenetic profiles encoding the presence or absence of spe-
cific proteins in a set of fully sequenced genomes. We report preliminary
results obtained by these kernels in the prediction of the functional class
of the proteins of S. Cervisae, together with comparisons to a standard
vector based kernel and to a non-adaptive tree kernel function.

1 Introduction

Phylogenetic information has extensively been used for explanation and interpre-
tation of biological domains, and, more recently, has seen application as useful
prior information for various tasks in computational biology such as gene func-
tion prediction [1,2]. Several approaches have tried to take into account evolu-
tionary relations among species to go beyond sequence similarity when predicting
gene function. Pavlidis et al. [3] propose the use of phylogenetic profiles, i.e., the
vectors encoding the presence or absence of close homologs of specific proteins in
a set of fully sequenced genomes. Their assumption is that two genes with sim-
ilar phylogenetic profiles are likely to have similar functions since proteins that
participate in a common structural complex or metabolic pathway will likely
evolve in a similar way. In Liberales et al. [1] and Vert [2], taking inspiration
from phylogenetic trees, i.e., hierarchical probabilistic models of the evolutionary
process [4], this approach is further explored considering some form of structure
among variables of the phylogenetic profile in the form of relations with hypo-
thetical common ancestors. This determines a tree structure which can be taken
into account, e.g., when computing gene similarity. More generally, it is clear
that evolutionary processes embed biological data into a structured domain that
is not directly usable by standard vector-based discriminative machine learning
approaches. Moreover, when information about the evolutionary process char-
acterizing the domain is available or can be inferred, it is often more natural
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to model biological data through generative probabilistic models [4], which can
incorporate prior knowledge, hidden interactions and invariances among time
and species in a principled way through Bayesian theory. The main drawback
is that generative models are often dominated by less domain specific but more
task oriented discriminative approaches. In particular, kernel methods [5] are
emerging as the methods of choice in many areas of computational biology for
their state of the art results and for their modularity. Therefore it is clear that
approaches trying to combine the modeling power provided by generative models
of evolution with the predictive performances of kernel methods are of practical
and theoretical interest.

Generative kernels are a family of kernel functions exploiting the information
encoded in generative probabilistic models to define similarity measures. Based
on the way they leverage on the probabilistic models at hand, they can be divided
into global and instance based approaches.

Global approaches, after adapting the parameters of an underlying proba-
bilistic model to the whole set of available data, try to exploit the internal
representation the model retains of the input data as the feature space. In par-
ticular, in Sect. 2 we describe an extension of the Fisher kernel [6] which maps
each input phylogenetic profile to the gradient with respect to the parameters of
the log-likelihood of a hierarchical probabilistic model. This gradient intuitively
represents the relevance of each parameter for the generation of a particular in-
put example. Similarly, we introduce a novel kernel based on another quantity
well known in statistics, the so called sufficient statistics, obtaining a feature
representation generally less dependent on the specific learned parameters and
more directly influenced by the structure of the probabilistic model (Sect. 2).

A different approach is at the base of instance based generative kernels which
employ directly the likelihood values assigned by probabilistic models trained
to single input examples. Along this line the probability product kernel has
been introduced [7] and it is described in Sect. 2 for the case of phylogenetic
probabilistic models.

Comparison with Previous Works. The approaches presented in this paper
have considerable differences from previous works from the point of view of both
the model and the application.

From a model perspective, the Fisher kernel has already been used to model
structured domains, but whereas so far it has been applied to data such as
vectors or sequences [6] and to hierarchical domains with varying structure [8], in
our generative kernels the evolutionary interactions are supposed to be known,
so that a Bayesian network with a fixed structure can be used and complete
non-stationariety can be introduced; similar considerations can be made for the
simpler sufficient statistics kernel as well. But the advantage of a fixed structure is
even more evident in the case of the probability product kernels which otherwise,
in the case of trees with varying structure, would require the use of the maximum
spanning tree of the whole dataset, considerably increasing the computational
complexity of inference procedures.
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In the application perspective previous attempts to use phylogenetic informa-
tion through kernel method must be mentioned. In particular, besides approaches
directly using vectorial phylogenetic profiles as input data for the kernel meth-
ods, a probabilistic tree kernel somehow analog to the kernels we describe in this
paper has been introduced in Vert [2]. As other marginalized kernels, this kernel
requires ad-hoc algorithms for efficient computation, while both the Fisher ker-
nel and the sufficient statistics kernel, as explained in Sect. 2, can leverage on
standard inference tools of Bayesian theory for their computation. As we explain
in Sect. 2 this allows to easily vary the structure of the underlining probabilistic
model. Finally, to obtain a class of adaptive kernels, we use a learning algorithm
to find the optimal parameters of the probabilistic phylogenetic model. Since we
believe that adaptivity is one of the strongest points characterizing generative
kernels, this should be considered one main difference from previous approaches
where parameters were specified a priori using biological knowledge.

2 Generative Kernel Functions

To specify what we call a generative kernel function, the first step is the choice
of the underlining generative model. In the case of phylogenetic interactions,
since there is a known direction of causality from ancestors to living organisms,
directed graphical models such as Bayesian networks [4] can be employed. These
are probabilistic models defined through a graph where nodes correspond to
random variables and edges to causality relations between them. If we model
each living or extinct specie through a random variable and suppose the absence
of more complex interactions among species, a common choice consists in rely-
ing on a probabilistic Bayesian tree model. Living organisms can be represented
through observed variables in the leaf nodes and hypothetical common ancestors
can be represented through hidden variables in the internal nodes. In this paper
we do not try to learn the structure of the generative model itself but we suppose
it to be given as a biological fact or as an output of another algorithm. Besides
interactions, other domain knowledge can be inserted into the model in a prin-
cipled way, for instance specifying patterns of stationarity through parameters
sharing. Another common choice is the inclusion of further hidden nodes which
might increase the modeling power of the probabilistic tree model, representing
unobserved features or non Markovian interactions between organisms. In the
experiments and in the kernels formulation presented in this paper we rely on a
baseline probabilistic model where no stationarity is assumed between nodes and
so a different conditional probability table is assigned to each of them. In par-
ticular, if x represents a phylogenetic profile of a gene, p(x(v)|h(pa(v)), θ) is the
probability of the specific gene to be present or not in the organism represented
at node v given that its ancestor pa(v) is in state h(pa(v)) and given parameters
θ of the model. Moreover, in the following, we use the symbol ch(v) to indicate
the set of children of node v, h is a generic hidden state and s indicates the
number of hidden states for ancestor nodes. Finally hidden ancestor nodes are
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indexed between 1 and n (with the first one, called r, being the root node), and
observed living organisms are indexed between n+ 1 and n+m.

Tree Fisher Kernel. The Fisher kernel [6] was one of the first proposals to-
ward the goal of combining generative and discriminative models. In this kernel
the information regarding the process generating the data is approximated by
the use of a quantity well known in statistics and information theory which is
called Fisher information. More precisely, given a set of learned parameters θ for
the Bayesian network, for each input data x we can extract a quantity known as
the Fisher score vector, which is defined as the gradient, with respect to the pa-
rameters of the log likelihood 4 logP (x|θ). The Fisher score basically describes
how much each single parameter in θ contributes to the process of generating
a particular phylogenetic tree whose leaves assume the values contained in the
phylogenetic profile x; this quantity preserves all structural assumptions of the
model from which it is extracted, and in particular the mutual dependencies
between the variables of the model. Given this mapping a natural kernel can be
derived embedding 4 logP (x|θ) with the standard inner product in the Euclid-
ean space, and in the case of tree models the resulting kernel can be shown to
be computable using standard inference algorithms [8]. In this case, we employ a
generative model with the tree structure described in Liberales et al. [1], whose
nodes are modeled with the set of parameters described in Sect. 2. Thus, the
dimensionality of the Fisher score vector space is s+ s2(n− 1) + 2sm in general
and 146 in the model which is concretely used in the experimental section, where
the number of hidden ancestor nodes n is 13, the number of living organisms m
is 24 and the number of hidden states s is 2.

The Fisher kernel for tree structured probabilistic models was introduced in [8]
for the general case of varying size structures.

Tree Sufficient Statistics Kernel. The differentiability of the probabilistic
model needed for the computation of the Fisher kernel can be a limit for the
choice of a model of the data. A simpler choice is represented by the sufficient
statistics kernel, a similarity function based on the sufficient statistics vector
T (x) obtained through the concatenation of some generative model-dependent
quantities, immediately available from inference, which, as in the case of the
Fisher kernel, have the same dimensionality of the parameters θ of the model.
The sufficient statistics are often computed as an intermediate step for parameter
estimation and usually represent simple transformations of the input observa-
tions on the base of the structure of the model, somehow counting how much
each conditional relation between variables occurs in a specific tree. Basically,
we first learn the parameters of the Bayesian network given the whole dataset,
and than, for each profile we compute the corresponding sufficient statistics vec-
tor, obtaining a domain which can be endowed with a standard inner product
〈, 〉, resulting in the kernel ksuff(x, x′) = 〈T (x), T (x′)〉. The probabilistic model
used for this kernel is the same used in the case of the Fisher kernel, and hence,
given the presence of hidden variables used to represent ancestor nodes, the
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vector of sufficient statistics is replaced with the corresponding expected suffi-
cient statistics.

Given the conditional parameters p(hi(v)|hj(pa(v)), θ) or p(xi(v)|hj(pa(v)), θ)
and a phylogenetic profile x we can obtain the corresponding expected sufficient
statistics by simply applying an inference algorithm:

αi = p(hi(r)|x, θ) for i = 1, . . . s,
αij(v) = p(hi(v), hj(pa(v))|x, θ) for i, j = 1, . . . , s; v = 2, . . . , n,
βij(v) = p(xi(v), hj(pa(v))|x, θ) for i = 1, 2; j = 1, . . . , s; v = n+ 1, . . . , n+m,

and hence the feature vector can be obtained by concatenating all these quantities

T (x) = [α1,, . . . αs, α11(2), . . . , αss(n), β11(n+ 1), . . . β2s(n+m)],

obtaining a feature space representation whose dimensionality is the same as for
the Fisher kernel.

Tree Probability Product Kernel. Probability product kernels were intro-
duced in Jebara et al. [7] and represent a way to combine generative models
and discriminative methods mapping single data points to distributions over the
sample space and then obtaining a similarity measure integrating the product
of pairs of distributions obtained in such a way. Therefore it is often referred as
a kernel between distributions. More precisely, given two phylogenetic profiles x
and x′ they can be used to infer the maximum likelihood estimate of the parame-
ters of a predefined probabilistic model. If p and p′ are probability distributions
on a space of phylogenetic profiles obtained in this way, the probability product
kernel between them is defined as kprob(p, p′) =

∫
x p(x)p

′(x)dx. While in general
we do not need to explicitly evaluate this integral, sometimes the derivation of
a practical algorithm for its computation is straightforward, in other cases it
requires long derivations and even approximations. In this paper we introduce
a novel extension of the probability product kernel to probabilistic phylogenetic
tree models.

If we consider again a phylogenetic tree with n hidden ancestors and m living
organisms we can compute the kernel kprob(pθ, pθ′) =

∑
x p(x|θ)p(x|θ′) (where θ

and θ′ are the two parameters sets learned from phylogenetic profiles x and x′)
using the following recursive relations:

kprob(pθ, pθ′) =
∑
h(r)

∑
h′(r)

∏
w∈ch(r)

k̃w(h(r), h′(r)),

k̃v(h(pa(v)), h′(pa(v))) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∑
x(v) p(x(v)|h(pa(v)), θ)p(x(v)|h′(pa(v)), θ′)
if n+ 1 ≤ v ≤ n+m (observed),∑
h(v)

∑
h′(v) p(h(v)|h(pa(v)), θ)p(h′(v)|h′(pa(v)), θ′)∏

w∈ch(v) k̃w(h(v), h′(v)) if 2 ≤ v ≤ n (hidden) .
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It can be easily shown that the kernel is computable through a message passing
algorithm which mimics the structure of belief propagation, and where messages
are composed by kernel evaluations k̃v.

Table 1. ROC50 scores for the prediction of 16 functional categories by a support
vector machine using (from left to right) a linear kernel (Linear), a marginalized kernel
(Marg.), and the generative kernels introduced in Sect. 2, i.e., the Fisher kernel (Fish.),
the sufficient statistics kernel (S. Stat) and the probability product kernel (P. Prod).
In the last two columns we report, for each class, the positive examples to negative
examples ratio (Pos/Neg) and the cost parameter (Balance) used on positive examples
to balance support vector machine learning (see Sect. 3 for details).

Functional class Linear Marg. Fish. S. Stat. P. Prod. Pos/Neg Balance

Amino-acid transporters 0.74 0.81 0.91 0.92 0.86 0.009 111.0

Fermentation 0.68 0.73 1.00 1.00 0.98 0.005 204.4

ABC transporters 0.64 0.87 0.85 0.86 0.79 0.006 153.1

C-compound, carbohydrate transport 0.59 0.68 0.72 0.94 0.09 0.012 78.52

Amino-acid biosynthesis 0.37 0.46 0.71 0.55 0.65 0.037 26.69

Amino-acid metabolism 0.35 0.32 0.48 0.48 0.45 0.068 14.60

Tricarboxylic-acid pathway 0.33 0.48 0.30 0.27 0.00 0.007 144.0

Transport facilitation 0.33 0.28 0.51 0.51 0.13 0.080 12.54

Organization of plasma membrane 0.31 0.30 0.46 0.48 0.46 0.046 21.61

Amino-acid degradation (catabolism) 0.30 0.52 0.54 0.48 0.53 0.009 106.2

Lipid and fatty-acid transport 0.29 0.52 0.52 0.49 0.53 0.005 188.6

Homeostasis of the cations 0.26 0.33 0.38 0.34 0.00 0.006 153.1

Glycolysis and gluconeogenesis 0.25 0.66 0.54 0.54 0.52 0.012 84.00

Metabolism 0.24 0.20 0.29 0.26 0.26 0.397 2.516

Cellular import 0.20 0.27 0.25 0.29 0.35 0.041 24.68

tRNA modification 0.15 0.32 0.10 0.10 0.00 0.004 245.5

3 Data and Experimental Results

We apply the generative kernels introduced in Sect. 2 to the dataset of 2465
phylogenetic profiles of the budding yeast Saccharomyces cervisae selected in
Pavlidis et al. [3] for their accurate functional classification. At the same time
we employ the phylogenetic tree structure proposed in Liberales et al. [1]. Fi-
nally, the functional categories are selected among those with at least 10 genes
made available in the Munich Information Center for Protein Sequences Com-
prehensive Yeast Genome Databases.

For each functional category, performances were assessed through a 3-fold
cross validation repeated for 50 times using a support vector machine model
(SVM). The same procedure used in Vert [2] to determine the SVM cost pa-
rameter to cope with unbalanced datasets was employed. Other experimental
settings include two standard practices, i.e., the use of a radial basis function as
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Fig. 1. ROC50 curves for the prediction of the Amino-acid transporters (left) and
Fermentation (right) classes from the phylogenetic profiles of the yeast genes with a
linear, a marginalized and the three generative kernels presented in this paper.

the base dot product in the feature space of both the sufficient statistics and the
Fisher kernels and kernel normalization for all the generative kernels.

The open source library Structlab (structlab.sourceforge.net) provides
the software environment used to perform our experiments.

In Table 1 the categories obtaining the highest ROC50 scores with a baseline
linear kernel, together with the scores of the marginalized kernel presented in
Vert [2], and of the different generative kernel functions are presented, while in
Fig. 1 we report the plot for the ROC50 curves of the two classes obtaining the
highest performance with the linear kernel. It can be seen that a general im-
provement of previous results is achieved through generative kernels, with none
of them clearly outperforming the others. However, while both the Fisher and the
sufficient statistics kernels proved to perform at least better than the baseline in
most cases, the probability product tends to perform poorly on some functional
classes containing few genes. Furthermore the sufficient statistics kernel often
showed to achieve results at least as good as the Fisher kernel, and hence, given
its simpler definition and computation, might be preferred in this setting.

We can note that the model takes advantage of the non shared parametriza-
tion of nodes described in Sect. 2, and, trough generative parameters learning,
we tend to obtain models where mutations are more probable in distant ances-
tors, and are less and less probable as we approach living organisms. This means
that the generative kernels further penalizes mismatches between similar organ-
isms. Both the improvements over the non-adaptive marginalized kernel and
some preliminary experiments we performed using the Fisher and the sufficient
statistics kernels together with generative models with fixed and prespecified
parameters suggest that that a small but significant improvement of results is
due to generative parameter learning.

Further experimental results will be made available through the website
http://structlab.sourceforge.net/phylogenetic-kernels.htm.
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4 Discussion

In this paper we show how kernel functions defined through probabilistic phyloge-
netic models offer new opportunities to represent the evolutionary process which
underlies living organisms, leveraging, at the same time, on the class of kernel
methods, characterized by versatility and state of the art results on many tasks
in computational biology. On one hand this represents another example of how
structured approaches can be useful in a biological context. On the other hand
this also supports the use of hybrid generative and discriminative approaches in
general. Various limitations can be pointed out in this and previous approaches,
suggesting at the same time interesting research directions. While in this paper
we assume to know the exact tree describing the evolution of genes a certain
error should be considered in this structure. Moreover we know that a variety of
evolutionary forces contributes additively in shaping proteins genetic variability.
Therefore we are currently considering learning the structure of the phylogenetic
trees directly from the dataset, and substituting the single tree with a distrib-
ution among trees or simply with a mixture of trees. Finally, other generative
kernels are currently emerging and their use in the context of phylogenetic tree
should be considered.
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Abstract. In this paper we describe the state of the art of the semi-automatic
and automatic techniques for liver volume extraction from abdominal CT. In the
recent years this research focus has gained a lot of importance in the field of med-
ical image processing since it is the first and fundamental step of any automated
technique for the automatic liver disease diagnosis, liver volume measurement,
and 3D liver volume rendering from CT images.

1 Introduction

Imaging techniques such as computed tomography (CT), magnetic resonance imaging
(MRI), or positron emission tomography (PET) are nowadays a standard instrument for
diagnosis of liver pathologies such as cirrhosis, liver cancer, fulminant hepatic failure.
Among these techniques, CT images are often preferred by diagnosticians since they
have high Signal-to-Noise ratio and good spatial resolution, thus giving an accurate
anatomical information about the visualized structures. These good image qualities,
and the advances in the digital image processing techniques, motivate the great deal of
research work aimed at the development of computerized methods for the automatic
liver analysis and 3D volume rendering. More precisely, the current interests are the au-
tomatic detection of liver cancer or other liver diseases [1], the measurement of the liver
volume [2], which is an important index in cases of living donor liver transplantation,
and the 3D liver volume rendering [3], which has been shown to be helpful for surgical
planning prior to hepatic resection.

The first and fundamental step of all the systems developed with one of these aims,
is the liver volume segmentation, that is the extraction of the liver volume from the CT
data. This is usually done by expert radiologists who manually trace the liver contour
on each slice of the CT data. Since this procedure requires more than one hour, several
authors have focused on the development of semi-automatic and automatic techniques,
and several papers have been presented in the literature. Unfortunately the problem is
still open [4], due several factors that make the liver the most difficult organ to be auto-
matically segmented from abdominal CT [5]. First of all, CT images have low contrast
and blurred edges, due to the partial volume effects resulting from spatial averaging,
patient movement, beam hardening, and reconstruction artifacts. Moreover, neighbor-
ing organs (e.g. liver, spleen and stomach) might have similar gray levels, since the gray
tones in CT images are related to the tissue density, that might be similar in different
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organs. Besides, the same organ may exhibit different gray level values both in the same
patient, due to the administration of contrast media, and in different ones, for different
machine setup conditions.

This paper is a survey of recent methods presented in the literature to obtain liver
segmentation. It is organized according to the image processing techniques employed,
and generally chronologically within subsections. Although almost all the methods are
evaluated by comparing the automatic to the manual segmentation provided by expert
radiologists, the direct comparison among different systems is not possible, or at least
not fair, due to the lack of a common dataset with its gold standard (i.e. a commonly
accepted manual segmentation), and a unique measure of the discrepancy between the
automatic and the manual segmentation (ground truth). The adopted measures can be
divided into three classes: 1) The percentage of mismatching voxels between the au-
tomatic and manual segmentation is computed by dividing the number of mismatching
voxels by the volume obtained by manual segmentation. 2) The volume overlap com-
pares the computer determined areas, or volumes, to those drawn by radiologists. This
measure can be computed in 2D, by measuring the percentage of error for each slice
and then averaging over all the patient’s slices, or in 3D by considering the percentage
of error between the computer output and the manual ground truth. 3) The 2D (3D) dis-
tance from the points on the automatically detected liver contour (liver surface) to the
points on the contour (surface) of the ground truth. The 2D (3D) distance from a point
x to a contour (surface) S is usually computed as: dS(x, S) = minp∈S(d(x, p)), where
d(·, ·) may be any 2D (3D) point-to-point distance. In the 2D case some authors employ
the 3/4 Chamfer distance [6], or the city block distance [7], for they are faster to com-
pute than the euclidean distance, which is usually used in the 3D case. The distances
are then summed over all the points of the automatically obtained contour (surface), and
the result is normalized with respect to either the ground truth or the computed volume.
In [8], Lamecker noted that all the described performance measures miss some informa-
tion, since either the ground truth or the computed volume are employed to normalize
the error, while both of them should be used. Therefore, he introduces a symmetric 3D
volume difference as: 1− |VAut∩VMan|

1
2 (|VAut|+|VMan|) , where VAut and VMan are respectively the

computed liver binary volume and the binary volume of the ground truth.

2 Live Wire Segmentation Approaches

The live wire algorithms [9] are a class of user-steered segmentation method for two-
dimensional images that interpret the image as a undirected and weighted graph, and
compute minimal cost paths between user defined seed points. More precisely, the ver-
texes of the graph represent the image pixels, the graph edges connect neighboring
pixels, and their weighs represent the cost of the connections. The costs are computed
as a weighted sum of different image features like gradient value, gradient direction,
Laplacian zero-crossing, and the gray value. When the user initially clicks to set a start-
ing seed point on the boundary, all the possible minimum-cost paths from this point to
all other points in the image are computed via dynamic programming or the Dijkstras
graph search algorithm. Subsequently, a desired boundary segment can be interactively
chosen via the free point specified by the current mouse position. Indeed, as the user
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moves the mouse the boundary behaves like a live wire, as it erases the previous bound-
ary points and displays the new minimum cost path that connect the free point to the
seed point. When the cursor is close to the desired boundary the live wire segment fi-
nally adheres to it, and the user can input a new seed point to ‘tie off’ or ‘freeze’ the
computed optimal path, up to the new seed point. This step causes the reinitialization of
the boundary detection, so that new optimal paths are computed starting from the new
seed point, and the procedure is repeated until the final contour is created.

This kind of segmentation technique lets the user have a full control over the seg-
mentation process, while having the computer do most of the detail work. In this way,
user interaction complements the ability of the computer to find boundaries of struc-
tures in the image, and the segmented result is always precise. For this reason differ-
ent implementations of the live wire paradigm have been developed, and used for the
segmentation of different types of medical images (e.g.: in [10] it has been used for
brain segmentation from MRI images). In [11], the authors describe their extension of
the live wire approach for the segmentation of CT images. It reduces the computation
time as well as the user interaction time, by computing the cost function locally, i.e.
in a tube-like area around the liver contour copied from the nearest adjacent slice al-
ready segmented. Besides a shape-based interpolation method [12] is used to reduce the
number of slices that must be interactively segmented, for it can calculate all the miss-
ing contours automatically. The system is the basic step of the HepaVision software
tool [13]currently used in the clinical practice by several diagnosticians, for the diagno-
sis of liver disease, and by several surgeons for liver surgical planning. The drawback
of this method, which is common to all the semi-automatic segmentation methods, is
that it still requires the user interaction time (23 minutes for each patient when using a
dedicated computer). Besides, the quality of the segmentation result is heavily depen-
dent on the skill of the operator, and it suffers from its error and biases; as a results
the inter and intra observer repeatability is not higher than that obtained with manual
segmentation [14].

3 Gray Level Based Liver Segmentation

The first attempts to perform automatic liver segmentation [15, 16, 17] introduce the
basic processing scheme adopted in several subsequent works. At first, the liver gray
levels are estimated by the statistical analysis of a subset of manually segmented slices,
or by the histogram analysis in a gray level range, established by a priori knowledge
about the liver density [18]. Next, simple or iterative thresholding is used to create bi-
nary images that are further processed by 2D or 3D [19] morphological operators, to
separate attached organs. A priori information and the information retrieved from the
previously segmented slices is then used to recognize and repair segmentation errors
in the current slice. The last step smooths the boundaries in each slice by means of B-
splines, or active contours (snakes). While in [16, 17] the authors provide only a visual
and qualitative assessment of their results, in [15] the authors test their system on 94
slices of 4 patients and obtain a 90% 2D volume overlap.

The recent works of Lim et al. [20, 21, 22] are based on the above mentioned process-
ing scheme; the authors analyze the liver intensity distribution on a subset of manually
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segmented CT samples, and exploit this information together with a priori knowledge
about the liver location to find a coarse liver volume. Iterative morphological filtering
and k-means clustering are then used to find and delete neighboring organs attached to
the liver, and to define a search region where the final liver boundary is determined. To
this aim the authors apply active contours that find the minimum of a cost function; this
is based on the gradient direction, the intensity distribution, and the pattern features of
the liver, computed by isolabel maps weighted by gradient magnitude [23]. The authors
evaluate their system on ‘several samples with various shapes and irregular texture of
10 patients’; the results are evaluated by comparing with the ground truth produced by
experts, and the 4% of mismatching voxels is obtained.

In [24] the histogram of the whole volume is computed to identify the liver peak in a
preset gray level range, so as to determine two liver thresholds, one at each side of the
liver peak. These thresholds are then employed to create a liver binary volume, which
is heavily processed by morphological operators to surely delete attached organs. This
binary volume is used as a liver mask to select, from the result of the Canny edge de-
tector, the external boundaries of the liver. The selected edges are input to the gradient
vector flow algorithm, that helps to create an initial liver segmentation, further modi-
fied by snakes. The final step which refines the boundary requires the user to select a
starting slice on which the liver has a large area profile and the segmentation result is
accurate; the liver contour in this slice will be used as a mask to detect and eliminate
errors, i.e. edges far beyond the liver contour, in its adjacent slices. Indeed, this is an
iterative correction process that proceeds in a slice-by-slice manner, and employs the
correct segmentation in the previous slice to detect and eliminate errors in the follow-
ing slices. The authors evaluate their system on 20 contrast enhanced CT images, by
measuring the percentage of mismatching voxels between the automatic and the man-
ual segmentation. Note that, to ignore minor discrepancies between the manual results
and the computer generated liver contour, only the mismatching regions beyond a 3 mm
ring surrounding the manual results on each slice are considered as an error. The mean
value of mismatching voxels over the 20 patients is 5.3%.

The problem with all the above mentioned systems relies in their first and basic step
of liver gray level estimation, that does not consider the big inter-patient and intra-
patient gray level variability, mentioned in the introduction. Indeed, methods based on
a priori knowledge, or statistical analysis of manually segmented samples, are likely
to fail when patients with completely different gray level characteristics are processed.
Moreover these systems often require a lot of parameters to be experimentally set; this
obviously affects their robustness.

Other approaches [25, 26, 27] try to overcome the crucial problem of liver gray lev-
els estimation by learning the gray level features corresponding to the liver. The works
in [25, 26] employ respectively a feed forward neural network trained with back prop-
agation on liver, liver boundary and non-liver sub-images, and a unsupervised Hopfield
neural network whose input are the images and a set of Haralick’s texture features; unfor-
tunately, both of them are tested on one image only and obtain really low performance.
Promising results are presented in [27], where the authors experiment contextual neural
networks to label the abdominal organs by an unsupervised procedure based on pixel
gray levels and spatial information; to recognize and separate different organs, a set of
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seven fuzzy rules are then employed, based on a priori knowledge regarding the position,
shape and size of each organ. Each organ boundary is further refined by analyzing the re-
lationships among the shape of the organ in subsequent slices. To evaluate their system
the authors select 10 cases among 40 patients and compute the 3/4 Chamfer distance
among manually and automatically segmented slices, obtaining an average distance of 3
pixels. Although promising results are obtained, the system still has some problems; at
first, it is likely to fail when two neighboring organs have similar gray levels, since the
contextual neural network cannot produce two separate labeling; second, the fuzzy rules
employ experimentally set thresholds, that make the system not robust to database varia-
tions. Although its limitations, the work of Chung et al. is interesting in that it introduces
the idea that some basic anatomical knowledge about the organs must be used.

4 Model Fitting

To simultaneously describe and capture a priori information regarding the shape, size,
and position of each abdominal organ several papers have been presented, which em-
ploy deformable models, statistical shape models, and probabilistic atlases (see next
section).

Gao et al. [28] develop parameterized 3D surface models of two abdominal organs
(liver and right kidney) and describe a method to adapt them to abdominal CT data.
To this aim an energy function that measures the match between the direction of the
image gradient and the unit surface normal of the deformable model is defined, so that
an optimal match between the parametric model and the surface in the image is found
when the minimum of the energy function is reached. The algorithm is tested on 21
CT datasets for liver and kidney segmentation, but the liver segmentation results have
been evaluated only visually by a radiologist, who judged the results to be without
noticeable errors. Although promising and objective results have been reported for the
right kidney segmentation, it has to be noted that this structure is not as difficult to
be segmented as the liver; an objective liver segmentation test would better prove the
efficacy and robustness of the method. Indeed, although the shape description given by
deformable models includes many degrees of freedom to allow modeling of complex
shapes, they must be bounded by global constraints to make them robust to noise and
outliers; this is the reason why the deformable models often fail to capture the natural
liver shape variability.

To overcome this limitation Montagnat et al. [29, 30] employ an hybrid approach
that combines the classical deformable model technique, whose local deformation al-
low the model to freely adapt to complex shapes, with an elastic registration technique
that iteratively finds the best geometric transformation between the actual model shape
and the closest data points. Only few examples have been quantitatively evaluated in
this work, so that the performance of the method cannot be well understood. The evalu-
ation is performed with the mean surface distance between the automatic result and the
manual segmentation, achieving an average distance value of 2 mm.

Lamecker [8] tries to achieve robustness to noise and outliers by creating a statistical
shape model. The model is built with a semiautomatic mapping procedure, that requires
the user to sign corresponding feature points on all the training liver volumes; these
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training data are input to the principal component analysis (PCA) which captures the
shape variations of the liver. The model is then allowed to deform within the captured
space of variations, by means of the best-matching profile technique described in [31].
This technique requires the definition of a gray level profile model of the surface nor-
mals; in this case, Lamecker formulates a simple and fixed profile model based on the
gray value of the liver and its surrounding tissues. The problem of applying this method
to liver segmentation comes from the fact that building a proper training set is really
difficult; indeed, the training data set must have a big cardinality and the training cases
must capture all the possible shapes, which is really challenging when working with the
liver. As a result the system might fail when processing not standard liver shapes, or
it might require too much computing time before a good matching between the model
and the image data is obtained. Nevertheless, the results obtained on 33 patients seem
promising since the measured symmetric 3D volume difference, ranges from 8.8 to
1.7%, with a mean value of 5.25%.

5 Probabilistic Atlases

Other noticeable works are those based on the construction of probabilistic atlases for
the abdomen organs [32, 33, 34]. The first step to build the probabilistic atlas is the
registration of each training CT data into a standard space defined by a small set of
landmarks (manually [32, 33] or automatically [34] set for each patient). To this aim the
thin plate spline is used as the warping transform, together with the mutual information
as the similarity measure. The probabilistic atlas is then created by spatial averaging
the registered organ surfaces, and it is incorporated into a Bayesian framework to com-
pute, for each voxel, the probability of belonging to a certain organ. Finally, the region
that maximizes the posterior probability of being the desired organ is extracted with
the iterative conditional mode algorithm, or by simple thresholding. The trouble with
this approach is that the generation of the probabilistic atlas requires a lot of data to be
collected. Regarding the performance it is worth to be mentioned that in [33, 32, 34],
results are presented respectively on 10, 20, and 80 patients. In [33] and [34] a 78% and
84% mean 3D volume overlap, between the automatic and manual liver segmentation,
are reported, while Park et al. [32] present their results by measuring the average per-
centage of mismatching pixels between the automatic and manual segmentation, and
obtain a 8.5% error rate.

6 Level Set Approaches

A completely different approach to segment the liver, is described by Pan et al. in [35].
They employ a 2D and 3D level-set approach [36] based on a novel speed function. It
controls the front propagation of an implicitly defined surface toward the liver bound-
ary; the idea is to change the speed function dynamically according to the past history of
the front. In addition the propagation is constrained by simple a-priori anatomic infor-
mation regarding the distance between liver and skin. Unfortunately, the authors apply
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their system to a rather small sample of 5 individuals. A 3D volume overlap of 94 to
96% in the 2D case and 87 to 94% in the 3D case is reported. Level set methods are also
used by some authors [37, 4] as the final step of their liver segmentation, with the aim
of refining the coarse liver boundary detected by the preceding steps of their system.

7 Conclusions

In this paper we have described the state of the art of the semiautomatic and automatic
methods for liver volume segmentation from CT images. Although a great deal of re-
search effort has been devoted to the development of segmentation algorithms and a
great variety of image processing techniques have been experimented, the problem of
automatic liver segmentation is still open. Indeed the techniques based on a liver shape
model usually fail to describe the complex liver shape, while the others may be unable
to correctly separate the liver from neighboring organs, such as spleen or stomach, with
similar tissue appearance. Some other still require the user interaction.

A comparative evaluation of the results presented by different methods is not possi-
ble because different authors test their systems on small sets of private data and adopt
self chosen error functions to assess the algorithm performance. A common test set with
its gold standard traced by experts and a generally accepted performance measure are
required to make any objective comparison.
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Abstract. We introduce a new clustering method for DNA microarray data that
is based on space filling curves and wavelet denoising. The proposed method is
much faster than the established fuzzy c-means clustering because clustering oc-
curs in one dimension and it clusters cells that contain data, instead of data them-
selves. Moreover, preliminary evaluation results on data sets from Small Round
Blue-Cell tumors, Leukemia and Lung cancer microarray experiments show that
it can be equally or more accurate than fuzzy c-means clustering or a gaussian
mixture model.

Keywords: clustering, space filling curve, wavelets, microarray DNA.

1 Introduction

Microarray experiments allow the simultaneous study of expression patterns of thou-
sands of genes. Usually, microarray datasets are characterized by a large number of
genes across a relatively small number of different experimental conditions [1]. The
genes form a data set of a few thousands of vectors, while the experimental conditions
(a few tens) constitute the dimensions of each vector. One of the reasons behind mi-
croarray experiments is to figure out the genes that have similar biological function,
by comparing their expression patterns. An unaided researcher trying to make sense of
these data will have a hard time. Clustering is a widely used method to group those
genes that have similar expression levels into the same clusters. Hierarchical clustering
has been widely used in microarray experiments, where smaller clusters are merged to
form a hierarchical tree called the dendrogramme [2]. However, the visualisation that is
offered by such a method is problematic as thousands of tiny line segments represent-
ing the genes can clutter the screen. In Partition based clustering the data are split into
a fixed number of clusters (either crisp of fuzzy) by optimising an objective function
through a series of steps. A representative is the fuzzy c-means clustering [3]. Moreover,
in Grid based clustering the input space is first quantised into a fixed number of cells
and then the clusters are formed out of cells [4]. Finally, in Density based clustering the
aim is to find high density regions of the data space that are separated from low den-
sity regions. High density regions stand for clusters. A widely used density estimation
method is through a mixture of gaussian models. Mixture models can be learnt with the
expectation maximisation Algorithm (EM). A fast method for dynamically computing
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a mixture model appeared in [5]. We refer the interested reader to a recent survey of
clustering and cluster analysis for gene expression data [6].

The gene clustering method for DNA microarray we propose is based on a four step
process. First, we partition (quantise) the input space. Second, we map the multidimen-
sional gene expression vectors onto one dimension, the end result of which is a spatial
signal. Then we use one dimensional discrete wavelet transform on the spatial signal to
denoise the signal. Finally, we cluster the one dimensional data based on the assumption
that cells that are not close belong to different clusters. Also, low density cells represent
the boundaries of clusters.

To place our work into context, we would say that it has some elements of partition
based clustering and it is also related to a WaveCluster, where wavelets are used to
cluster data of very large databases. In this method low pass filter are used to remove
outliers [7]. It has been shown to be very efficient and to detect arbitrary shaped clusters
on benchmark datasets. However, WaveCluster has been applied to two dimensional
data, whereas our proposal can deal with multidimensional data.

The rest of the paper is organised as follows: In Sect. 2 we introduce the concept of
space filling curves, and we also present wavelet denoising. Then in Sect. 3 we present
the space filling based clustering method we developed. Experiments and evaluation are
presented in Sect. 4. Finally, conclusions are drawn in Sect. 5.

2 Space Filling Curves and Wavelets

A space filling curve is a one dimensional curve that can fill an entire plane [8]. There
are many space filling curves, in particular we are interested in the Z-space filling
curve. This curve is a mapping S : Rn → R, which is constructed by interleaving
bits from a point’s M dimensions into a single dimension. For example, given vector
e = (v1, v2, . . . vn), with k bits b1 . . . bk used to represent each dimension, with b1 and
bk being the most and least significant bits respectively. The one dimensional projec-
tion of e is e′ = (bv1

1 b
v2
1 . . . bvn

1 b
v1
2 b

v2
2 . . . bvn

2 . . . bv1
k b

v2
k . . . bvn

k ), where bji denotes the
i-th ordered bit from dimension j. In Fig. 1 is depicted a two dimensional version of a
Z-curve ordering of the cells in an area. In particular, we can observe a first, second and
third order curve. Higher order curves represent a “denser” covering of the input space.
The limit of Z-curve is the area that contains the curve.

The Z- curve has the interesting property (easier to visualise in two dimensions, but
also holds for more dimensions), that it tends to preserve the locality of the data. That
is data that are close together in Rn tend also to be close in R, which does not hold
for row major ordering. The Z-curve can be considered as a spatial signal, which can
analysed with signal processing techniques, and in particular wavelets.

From the point of view of mathematics, a function can be represented as an infi-
nite series expansion in terms of a dilated and translated version of a basis function
called the mother wavelet denoted as ψ(x) and weighted by some coefficient bj,k:
f(t) =

∑
j,k bj,kψj,k(t) Normally, a wavelet starts at time t = 0 and ends at time

N . Instead of time one can consider space (as it is often the case in image analysis). A
shifted wavelet, denoted as ψjo, starts at time t = k and ends at time t = k + N . A
dilated wavelet wj0 starts at time t = 0 and ends at time t = N/2j . A wavelet wjk that



Clustering Microarray Data with Space Filling Curves 531

0                         1

    0

   
    1

     00          01 10 11

    00

    01

    10

    11

Fig. 1. The Z-space filling curve. The curve in each figure denotes the order of visitation of the
cells.

is dilated j times and shifted k times is denoted as: ψj,k(t) = ψ(2jt− k). For practical
purposes, we can use the discrete wavelet transform, which removes some of the redun-
dancy found in the continuous transform. In this study we rely on wavelet shrinkage
for denoising. The shrinkage is based on discarding some of the detail coefficients and
then by reconstructing the signal based on the reduced set of coefficients. Moreover,
in [9] it has been shown that the wavelet shrinkage method outperforms other methods
for denoising signals.

3 Clustering with the Z-Curve

The proposed algorithm with the Z-space filling curve, henceforth called Space Filling
Curve Clustering (SFCC), accepts as input a matrix of microarray data, and it assigns
genes into clusters. The number of clusters are discovered by the algorithm. The steps
are summarised as follows: Quantise Input space, Construct space filling curve, Smooth
the curve, discover clusters. The algorithm is exposed in Table 1. The rationale of step
3 (i.e. smoothing by denoising) is based on the assumption that the limits of a cluster
is marked by a high frequency component. Thus by zeroing the high frequency compo-
nents we make cluster detection clearer. Step 4, says that points that belong to the same
cluster must be close (determined by threshold t1) and the cell must have a minimum
amount of data density (determined by threshold t2).

For the proposed clustering method the time complexity is the steps it takes to create
the curve, to apply wavelet denoising and to cluster the data. Let Nc be the number of
cells that contain data points, and N the number of data, consequently Nc < N . The
time to create the Z-curve isM×nb×N , where nb is the number of bits used to encode
each dimension. Thus O(M × nb×N +NclogNc +N).

The computational complexity of the FCM algorithm is O(Nk2M), where N is the
number of data, k the number of clusters and M the number of dimensions (experi-
ments) of the data. The important thing to notice is that the complexity of algorithm is
quadratic with regard to the number of clusters.
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Table 1. Clustering with the Z-curve

1. Quantise each dimension of the input space into equally spaced intervals.
2. Record the number of data in each resulting hyper rectangle
3. Construct a space filling curve S(i) that passes through the created hyper rectangles (cells).

Because the cell space is sparsely populated, S(i) is created only for cells that contain data.
i ∈ N represents the index of the cells, and S(x) represents the number of data points per
cell.

4. Smooth the curve by applying wavelet denoising.
5. Cluster the cells (i.e. their indices) that contain data (one dimensional clustering) as follows

for i = 2 . . . i = length(S).
(a) If ||S(i) − S(i − 1)||2 ≤ t1 and S(i) ≥ t2 then put current cell in the existing cluster.
(b) else if ||S(i)−S(i−1)||2 > t1 and S(i) ≥ t2 then create a new cluster, which becomes

the current cluster and put current cell into new clusters
(c) else this cell is an outlier and ignore it.

Finally, learning gaussian mixtures with the greedyEM algorithm takes O(N × k2)
steps, under certain conditions the complexity can be reduced to O(N × k) according
to [7].

4 Experiments and Evaluation

We compared the proposed method (i.e. SFCC) with FCM and greedyEM in terms
of two validation indices: figure of merit [10] and silhouette [11]. The figure of merit

(FOM) is defined as: FOM(e) =
√

1
N ‖Rc(x, e)− μc(e)‖2, ∀c where Rc(x, e) repre-

sents the e dimension of datum x that belongs in cluster c, μc represents the average
value of Rc(x, e), N is the number of data (genes), M the number of experiments (di-
mensions) and e is index in the experiments. The FOM index of the whole clustering is
defined as:

FOM =
M∑

e=1

FOM(e) (1)

Smaller values of FOM denote better clustering, for the same number of clusters by
different algorithms.

The silhouette index for datum x of cluster c is defined as:

sc(x) =
min[b∀c(x)]− ac(x)

max{ac(x),min[b∀c(x)]}
(2)

where a(x) is the average dissimilarity of datum x to the data of the same cluster,
and b(x) is the average dissimilarity of a datum x from all the data of another cluster.
Dissimilarity can be defined as the eucledian distance. The silhouette index of clus-
ter c is: Sc = 1

|c|
∑|c|

i=1 sc(i). Finally, the silhouette index of the whole clustering is:

S = 1
k

∑k
j=1 Sj , where k is the number of clusters. From the definition if follows that:

sc(x) ∈ [−1, 1]. An s(x) value for datum x close to 1 denotes good clustering, a value
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close to 0 denotes that the datum belongs to more than one clusters, and a value close
to -1 denotes that x belongs to another cluster.

We have used datasets from 3 microarray DNA experiments. The first data set was ob-
tained from “The Microarray Project cDNA Library” http://research.nhgri.
nih.gov/microarray/Supplement/. The second and third data sets were ob-
tained from the Gene Expression Datasets collection http://sdmc.lit.org.sg/
GEDatasets. The first data set is about Small Round Blue-Cell tumours (SRBCT),
investigated with cDNA microarrays containing 2308 genes, over a series of 83 experi-
ments. The 83 samples included tumour biopsy material and cell lines from 4 different
types: Ewing’s sarcoma (EWS), rhabdomyo sarcoma (RMS), neuroblastoma (NB) and
Burkitt’s lymphoma (BL) [12]. The provenance of the second data set stems also is from
oligonucleotide microarrays, with a view of distinguishing between acute lymphoblas-
tic leukemia (ALL) and acute meyeloid leukemia (AML). The data set consisted of 72
bone morrow samples from 7130 human genes [13]. The third data set also stems from
a microarray experiment and consists of lung malignant pleural mesothylioma (MPM)
and adenocarcinoma (ADCA) samples [14]. The data set consists of 181 samples from
12534 human genes. All data sets have been normalised in the [0, 1] region.

Experiments have been performed at Matlab 6.1, with the implementation of FCM
from fuzzy toolbox 2.1.1, and wavelet denoising from the wavelet toolbox 2.1. The code
for greedyEM was obtained from the author’s site http://www.science.uva.
nl/ vlassis/publications. The code for space filling curves and evaluation
was developed by the authors in matlab. In the wavelet based smoothing we employed
daubechy of order 2. The wavelet smoothing is achieved by applying 4 levels of decom-
position for SRBCT and Leukemia data sets and 8 levels for the Lung set. Then we set
the detail coefficients to zero and we reconstructed the signal. Also, the thresholds t1
and t2 influence the performance of the algorithm since they define when clusters occur,
thus we varied the values of t1 and t2 from 0.05 to 0.7 with a step of 0.01. Finally, the
quantisation step for each dimension for all data sets has been set to 10. The levels of
wavelet decomposition that are used to smooth the signal (i.e. the space filling curve)
play a crucial role in the performance of the algorithm. Currently, the number of levels
of decomposition are experimentally determined.

In Fig. 2 and we depict the results of evaluating SFCC and comparing it with FCM
and greedyEM under the FOM criterion (recall that smaller values indicate better re-
sults). The FOM in the case of the space filling curve has been applied to the multi-
dimensional data according to the cluster they belong to. SFCC is depicted with dia-
monds, FCM with rectangles and greedyEM with small dots. At the first diagramme,
corresponding to the SRBC experiments, the SFCC is overall winner for a small number
of clusters (2-4). At the middle diagramme (Leukemia) greedyEM is the best method.
At the right most diagramme, which corresponds to Lung Cancer, it is shown that the
SFCC outperforms FCM or greedy in for most cases (from 5 till 20 clusters).

Finally, in Fig. 3 we present the evaluation of SFCC, FCM and greedyEM with re-
spect to the silhouette validation index (recall that bigger values are better and non
positive values denote bad clustering). At the leftmost diagramme (SRBC data), the
winner is SFCC in most cases. Considering the Leukemia data (middle diagramme) the
winner in most cases is the FCM. At the rightmost diagramme (Lung Cancer), SFCC

http://research.nhgri.nih.gov/microarray/Supplement/
http://research.nhgri.nih.gov/microarray/Supplement/
http://sdmc.lit.org.sg/ GEDatasets
http://sdmc.lit.org.sg/ GEDatasets
http://www.science.uva.nl/~vlassis/publications
http://www.science.uva.nl/~vlassis/publications
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Fig. 2. Evaluation results based on comparing FOM values for the proposed method (star curve),
FCM (square curve), greedyEM (small dots curves)
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Fig. 3. Evaluation results based on comparing silhouette values for the proposed method (star
curve), FCM (square curve), greedyEM (small dots curves)

and FCM have a comparable behaviour beyond three clusters, whereas greedyEM is
generally worse than all the other methods.

Considering both the FOM and the silhouette validation indices, the SFCC is better
or at least equally good as FCM. For the leukemia data, the two indices do not concur
about the overall clustering quality of each of the clustering algorithms. In any case, we
must recall that even if SFCC is equally or slightly worse than FCM, it is much faster
to compute.

5 Conclusions and Future Directions

We have developed an efficient method to cluster genes from DNA microarray exper-
iments. Our method is based on Z-space filling curve which maps multidimensional
genes into one dimension and it performs clustering into one dimension which is very
efficient in terms of computational complexity. It is important to emphasize that the
proposed method actually does not cluster data directly, but it clusters cells into which
data belong (after some partitioning). Thus it is independent of the number of data but
dependent on the quantisation step. The outcome of the Z-space filling curve is a one
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dimensional spatial signal which can be processed as described to detect clusters. The
algorithm is dependent on two thresholds, the maximum distance between two cells so
that they belong to the same cluster and also on the minimum data density of a cell so
as not to be considered as outlier. Of course, by clustering cells, we also cluster the data
that belong to each cell. Wavelets play an important role, because they constitute a pre-
processing step to the actual clustering. With wavelet shrinkage, we can denoising the
spatial signal and achieve better results. Thus this paper also contributes in introducing
signal processing techniques into multidimensional data. As evaluation, we have em-
ployed the FOM and silhouette criteria to compare SPCC with FCM and greedyEM,
where we obtained promising results. In any case there can be no clustering method
that is panacea. The clustering results will always depend on the data distribution of the
samples, on the amount of noise they contain, and on the model the user tries to apply
to these data.

For the future, it is important to enhance our evaluation with other measures such as
the Partition Coefficient, Dunn’s index and the Geometric index in order to check the
validity of the derived clusters; the aforementioned indexes have been used in a work re-
lated to evaluating clusters in cDNA experiments [15]. Furthermore, all aforementioned
evaluation measures are based on statistics, and we need to investigate the biological
significance of the discovered clusters. For example, in [16] a clustering experiment is
described, where the genes of each cluster are mapped into the functional categories
of the Martinsried Institute of Protein Sciences. Then for each cluster P−values were
calculated to measure the statistical significance of clusters.

Moreover, the space filling curve is of crucial importance in the algorithm and a basic
property it must have is to preserve the locality of the data. There is enough research
on such curves and there is evidence that the hilbert curve can achieve better clustering.
We need to investigate that on more microarray experiments.
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5. Verbeek, J., Vlassis, N., Kröse, B.: Efficient greedy learning of gaussian mixture models.
Neural Computation 15, 469–485 (2002)

6. Jiang, D., Tang, C., Zhang, A.: Cluster Analysis for Gene Expression Data: A Survey. IEEE
transactions on knowledge and data engineering 16, 1370–1386 (2004)

7. Sheikholeslami, G., Chatterjee, S., Zhang, A.: WaveCluster: a wavelet-based clustering ap-
proach for spatial data in very large databases. The VLDB Journal 8, 289–304 (2000)

8. Faloutsos, C., Roseman, S.: Fractals for secondary key retrieval. In: 8th ACM SIGACT-
SIGMOD-SIGART Symp. Principles of Database Systems PODS, pp. 247–252 (1989)



536 D. Vogiatzis and N. Tsapatsoulis

9. Donoho, D.L., Johnstone, I.M., Kerkyacharian, G., Picard, D.: Wavelet shrinkage: Asymp-
topia? J. R. Statist. Soc. B. 57, 301–337 (1995)

10. Yeung, K., Haynor, D., Ruzzo, W.: Validating clustering for gene expression data. Bioinfor-
matics 17, 309–318 (2001)

11. Rousseeuw, P.: Silhouettes: a graphical aid to the interpretation and validation of cluster
analysis. J. Comp. App. Math. 20, 53–65 (1987)

12. Khan, J., Wei, J., Ringer, M., Saal, L., Ladanyi, M., Westermann, F., Berthold, F., Schwab,
M., Antonescu, C., Peterson, C., Meltzer, P.: Classification and diagnostic prediction of can-
cers using gene expression profiling and artificial neural network. Nature Medicine 7, 673–
679 (2001)

13. Golub, T.R., Slonim, D.K., Tamayo, P., Huard, C., Gaasenbeek, M., Mesirov, J.P., Coller, H.,
Loh, M.L., Downing, J.R., Caligiuri, M.A., Bloomfield, C.D., Lander, E.: Molecular Clas-
sification of Cancer: Class Discovery and Class Prediction by Gene Expression Monitoring.
Science (1999)

14. Gordon, G., Jensen, R., Hsiao, L., Gullans, S., Blumenstock, J., Ramaswamy, S., Richard,
W., Sugarbaker, D., Bueno, R.: Translation of microarray data into clinically relevant can-
cer diagnostic tests using gene expression ratios in lung cancer and mesothelioma. Cancer
Research, 4963–4967 (2002)

15. Lam, B., Yan, H.: Cluster Validity for DNA Microarray Data using a Geometrical Index.
In: Proceedings of the 4th International Conference on Machine Learning and Cybernetics
(2005)

16. Tavazoie, S., Hughes, D., Campbell, M., Cho, R., Church, G.: Systematic determination of
genetic network architecture. Nature Genetics 22, 281–285 (1999)



Fuzzy Ensemble Clustering for DNA Microarray

Data Analysis

Roberto Avogadri and Giorgio Valentini

DSI, Dipartimento di Scienze dell’ Informazione,
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Abstract. Two major problems related the unsupervised analysis of
gene expression data are represented by the accuracy and reliability of
the discovered clusters, and by the biological fact that classes of examples
or classes of functionally related genes are sometimes not clearly defined.
To face these items, we propose a fuzzy ensemble clustering approach to
both improve the accuracy of clustering results and to take into account
the inherent fuzziness of biological and bio-medical gene expression data.
Preliminary results with DNA microarray data of lymphoma and adeno-
carcinoma patients show the effectiveness of the proposed approach.

1 Introduction

In recent years unsupervised clustering methods have been successfully applied
to DNA microarray data analysis, considering in particular two main problems:
the discovery of new subclasses of diseases or functionally correlated examples
and the detection of subsets of co-expressed genes as a proxy of co-regulated
genes [1]. Different unsupervised ensemble approaches have been proposed to
improve the accuracy and the reliability of clustering results [2, 3, 4]. In bioinfor-
matics applications, recently proposed methods based on random projections [5]
have been also successfully applied to gene expression data analysis [6].

A major problem with these approaches is represented by the biological fact
that classes of patients or classes of functionally related genes are sometimes not
clearly defined. For instance, it is well-known that a single gene product may
participate to different biological processes and as a consequence it may be at
the same time expressed with different subsets of co-expressed genes.

To take into account these items we propose a fuzzy approach, in order to
consider the inherent fuzziness of clusters discovered in gene expression data [7].
The main idea of this work is to combine the accuracy and the effectiveness
of the ensemble clustering techniques based on random projections [5], with
the expressive capacity of the fuzzy sets, to obtain clustering algorithms both
reliable and able to express the uncertainty of the data. In the next section
we briefly introduce random projections, then we present our proposed fuzzy
ensemble clustering method, and we show some preliminary results with two
DNA microarray data sets.

F. Masulli, S. Mitra, and G. Pasi (Eds.): WILF 2007, LNAI 4578, pp. 537–543, 2007.
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2 Random Projections

Our proposed method perturb the original data using random projections μ :
Rd → Rd′

from high d-dimensional spaces to lower d′-dimensional subspaces.
A key problem consists in finding a d′ such that for every pair of data p, q ∈ Rd,

the distances between the projections μ(p) and μ(q) are approximately preserved
with high probability. A natural measure of the approximation is the distortion
distμ:

distμ(p, q) =
||μ(p)− μ(q)||2
||p− q||2

(1)

If distμ(p, q) = 1, the distances are preserved; if 1 − ε ≤ distμ(p, q) ≤ 1 + ε, we
say that an ε-distortion level is introduced.

It has been shown that using random projections that obey Johnson-Linden-
strauss (JL) lemma [8] we may perturb the data introducing only bounded distor-
tions, approximately preserving the metric structure of the original data (see [9]
for more details). Examples of random projections related with the JL Lemma
can be found in [9, 5].

3 Fuzzy Ensemble Clustering Based on Random
Projections

The general structure of the algorithm is similar to the one proposed in [5]:
data are perturbed through random projections to lower dimensional subspaces
and multiple clusterings are performed on the projected data; note that it is
likely to obtain different clusterings, since the clustering algorithm is applied to
different ”views” of the data. Then the clusterings are combined, and a consensus
ensemble clustering is computed. The main difference of our proposed method
consists in using a fuzzy k-means algorithm as base clustering and in applying
a fuzzy approach to the combination and the consensus steps of the ensemble
algorithm.

The main steps of the fuzzy ensemble clustering algorithm can be summarized
as follows:

1. Random projections. Multiple instances (views) of compressed data are ob-
tained using random projections.

2. Generation of multiple fuzzy clusterings. The fuzzy k-means algorithm is
applied to the instances of data obtained from the previous step. The output
of the algorithm is a membership matrix, where each element represents the
membership of an example to a particular cluster.

3. Aggregation. The fuzzy clusterings are combined, using a similarity ma-
trix [2]. The generation of each element of the matrix is obtained through
fuzzy t-norms.

4. Consensus clustering. The ensemble clustering is built up by applying the
fuzzy k-means algorithm to the rows of the similarity matrix obtained in the
previous step.
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The Aggregation step is performed by using a square symmetric similarity
matrix M , where each element represents the ”level of agreement between” each
pair of examples:

Mi,j =
k∑

s=1

τ(Us,i,Us,j); (2)

where k is the number of clusters; i, j indices of the n examples, 1 ≤ i, j ≤ n;
U is a fuzzy membership matrix (where the rows are clusters and the columns
examples), and finally τ is a suitable fuzzy t-norm (e.g. an algebraic product).
Note that Mi,j can be interpreted as the ”common membership” of two examples
i and j to the same cluster.

The similarity matrices M obtained through c repeated application of the
fuzzy k-means clustering algorithm are aggregated simply by averaging: in this
way we achieve the cumulative similarity matrix MC :

MC
i,j =

1
c

c∑
t=1

M
(t)
i,j ; (3)

The Consensus clustering step is performed by applying the fuzzy-k-means
clustering to the rows of MC , thus obtaining the consensus membership matrix
UC . Indeed note that ith row ofMC represents the ”common membership” to the
same cluster of the ith example with respect to all the other examples, averaged
across multiple clusterings. In this sense the rows can be interpreted as a new
”feature space” for the analyzed examples.

The consensus clusters can be obtained by choosing one of two classical
”crispization” techniques:

Hard-clustering:

χH
ri =

{
1 ⇔ arg maxs UC

si = r
0 otherwise. (4)

α-cut:

χα
ri =

{
1 ⇔ UC

ji ≥ α
0 otherwise. (5)

where χri is the characteristic function for the cluster r: that is χri = 1 if the
ith example belongs to the rth cluster, χri = 0 otherwise; 1 ≤ s ≤ k; 1 ≤ i ≤ n,
0 ≤ α ≤ 1, and UC is the consensus fuzzy membership matrix obtained by
applying the fuzzy k-means algorithm to MC .

The pseudo-code of the algorithm is reported below:

Fuzzy ensemble clustering algorithm :

Input:
- a data set X = {x1, x2, . . . , xn}, stored in a d× n D matrix.
- an integer k (number of clusters)
- an integer c (number of clusterings)
- the fuzzy k-means clustering algorithm Cf
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- a procedure the realizes the randomized map μ
- an integer d′ (dimension of the projected subspace)
- a function τ that defines the t-norm
begin algorithm

(1) For each i, j ∈ {1, . . . , n} do Mij = 0
(2) Repeat for t = 1 to c

(3) Rt = Generate projection matrix (d′, μ)
(4) Dt = Rt ·D
(5) U (t) = Cf (Dt, k,m)
(6) For each i, j ∈ {1, . . . , n}
M
(t)
ij =

∑k
s=1 τ(U

(t)
si ,U

(t)
sj )

end repeat

(7)MC =
�c

t=1 M(t)

c
(8) < A1, A2, . . . , Ak >= Cf (MC , k,m)

end algorithm.
Output:
- the final clustering C =< A1, A2, . . . , Ak >
- the cumulative similarity matrix MC .

Note that the dimension d′ of the projected subspace is an input parameter
of the algorithm, but it may be computed according to the JL lemma (Sect. 2),
to approximately preserve the distances between the examples. Inside the mean
loop (steps 2-6) the procedure Generate projection matrix produces a d′ × d
Rt matrix according to a given random map μ [5], that it is used to randomly
project the original data matrix D into a d′ × n Dt projected data matrix (step
4). In step (5) the fuzzy k-means algorithm Cf with a given fuzziness m is applied
to Dt and a k-clustering represented by its U (t) membership matrix is achieved.
Hence the corresponding similarity matrix M (t) is computed, using a given t-
norm (step 6). In (7) the ”cumulative” similarity matrix MC is obtained by
averaging across the similarity matrices computed in the main loop. Finally, the
consensus clustering is obtained by applying the fuzzy k-means algorithm to the
rows of the similarity matrix MC (step 8).

4 Experimental Results

4.1 Experimental Environment

We considered two DNA microarray data sets available on the web. The first one
(DLBCL-FL data set) is composed by tumor specimens from 58 Diffuse Large B-
Cell Lymphoma (DLBCL) and 19 Follicular Lymphoma (FL) patients [10]. The
second one, the Primary-Metastasis (PM) data set, contains expression values in
Affymetrix’s scaled average difference units for 64 primary adenocarcinomas and
12 metastatic adenocarcinomas (lung, breast, prostate, colon, ovary, and uterus)
from unmatched patients prior to any treatment [11]. In both cases we followed
the same preprocessing and normalization steps described in [10] and [11].
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Fig. 1. Fuzzy-Alpha ensemble clustering error and unclassified rate with respect to α.
(a) Primary-Metastasis; (b) DLBCL-FL data sets.

For each ensemble we randomly repeated the randomized projections 20 times,
and each time we built fuzzy ensembles composed by 20 base clusterings (choos-
ing projections with bounded 1±0.2 distortion, according to the JL lemma). We
compared results with corresponding ”crisp” ensemble methods based on random
projections proposed in [5] and with ”single” clustering algorithms (hierarchical
clustering and fuzzy-k-means).

Since clustering does not univocally associate a label to the examples, but only
provides a set of clusters, we evaluated the error by choosing for each clustering
the permutation of the classes that best matches the ”a priori” known ”true”
classes. More precisely, considering the following clustering function:

f(x) : Rd → Y, with Y ⊆ {1, . . . , k} (6)

where x is the sample to classify, d its dimension, k the number of the classes;
the error function we applied is the following:

L0/1(Y, t) =
{

0 if (|Y | = 1 ∧ t ∈ Y ) ∨ Y = {λ}
1 otherwise. (7)

with t the “real” label of the sample x, Y ∈ Y and {λ} is the empty set. Other
loss functions or measures of the performance of clustering algorithms may be
applied, but we chose this modification of the 0/1 loss function to take into
account the multi-label output of fuzzy k-means algorithms.

4.2 Results

To test the performance of the ensemble fuzzy algorithms proposed in this paper,
we compare the results of two versions of the proposed fuzzy ensemble cluster-
ing method with other types of clustering algorithms. The two version are the
fuzzy-max ensemble clustering, where the “defuzzifaction” of the consensus clus-
tering is obtained through hard clustering (eq. 4), and the fuzzy-alpha ensemble
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Table 1. Primary-metastasis gene expression data: compared results between fuzzy
ensemble clustering methods (Fuzzy-Max and Fuzzy-Alpha) and other ensemble and
”single” clustering algorithms

Algorithms Median error Std. Dev.
Fuzzy-Max 0.2763 0.0477

Fuzzy-Alpha 0.2763 0.0560

Rand-Clust 0.3289 0.0088

Fuzzy ”single” 0.3684 –

Hierarchical ”single” 0.3553 –

Table 2. DLBCL-FL gene expression data: compared results between fuzzy ensemble
clustering methods (Fuzzy-Max and Fuzzy-Alpha) and other ensemble and ”single”
clustering algorithms.

Algorithms Median error Std. Dev.
Fuzzy-Max 0.0779 0.1163

Fuzzy-Alpha 0.2727 0.1142

Rand-Clust 0.1039 0.0023

Fuzzy ”single” 0.2987 –

Hierarchical ”single” 0.1039 –

clustering, where the final consensus clustering is “crispized” through the α-cut
operation (eq. 5). The other clustering algorithms considered for comparison are
Rand-clust, a crisp ensemble algorithm based on random projections proposed
in [5], and other ”single” clustering algorithms (hierarchical agglomerative and
fuzzy k-means).

The tables 1 and 2 show the compared numerical results of the experiments
on the PM data set and the DLBCL-FL data set respectively. Fuzzy ensemble
methods obtain better results with respect to the other methods (considering the
median error, see Tab. 1 and 2). Anyway note that the larger standard deviation
(with respect to the Rand-clust ensemble algorithm) denotes a higher instability
of the fuzzy approach, and with the DLBCL-FL data set Fuzzy-Alpha achieves
significantly worse results than Fuzzy-Max and Rand-clust ensemble methods.

The graphics 1 (a) and 1 (b) represent the performance of the “fuzzy-alpha”
ensemble algorithm (error rate and unclassified rate for every level of alpha-cut
analyzed). The figure shows that we may obtain acceptable results with the
Fuzzy-Alpha method too if we accept a certain rate of unclassified examples
(Fig. 1(b)).

5 Conclusions

The experimental results show that our proposed fuzzy ensemble approach may
be successfully applied to the analysis of gene expression data, even when we
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consider data sets with a single certain label for each example. Nevertheless
we know that genes may belong to different biological processes or different
pathways and as a consequence they may belong to different sets of co-expressed
genes. We are planning new experiments with multi-label genes or examples to
show more clearly the effectiveness of the proposed approach and to analyze the
structure of unlabeled data when the boundaries of the clusters are uncertain.
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Abstract. Comparative genomics techniques are a powerful tool for the
identification of conserved functional genomic regions, but have to be
coupled with methods able to assign a functional role to the regions
identified. Several methods for the characterization of conserved regions
have been proposed but, to our knowledge, signal processing approaches
have not been applied yet in this context, despite the proven usefulness
of this technique in experiments performed at single genome level. In
this article we introduce the use of signal processing in comparative ge-
nomics, presenting a method for rapid classification of genomic conserved
sequences as protein coding or non coding.

1 Introduction

The most important step in the early stages of the annotation of a newly se-
quenced genome consists in the identification of protein coding regions in the
genomic sequence under investigation. Comparative genomics, that is, the com-
parison of the genomic sequence of different but evolutionarily related species
has become the tool of election for this task. In fact, homologous regions under
no selective pressure are progressively saturated of mutations, whereas regions
under selective pressure retain higher levels of identity. The comparison of ge-
nomic sequences from different but close enough species can find these signatures
of evolution and, consequently, one can infer which regions are more likely can-
didates to play a functional role. In particular, protein coding genes are usually
highly conserved in different species, but other regions not coding for a protein
are often found to be conserved as well: hence, the detection of conserved re-
gions has to be coupled with some kind of prediction of their function (at least,
whether they are more likely to be coding or non coding).

In any comparative genomics analysis it is of crucial importance the accurate
choice of the evolutionary distance separating the genomes to be compared. It
has been estimated that the rate of divergence between independently evolving
vertebrate genomes is on average 0.1-0.5% per million years. This fact helps
to understand why human/mouse comparisons are widely used in these experi-
ments: the estimated 80 million years separating the two species from their last
common ancestor are enough to grant the existence, at DNA sequence level,
of the minimal divergence level in non functional genomic regions sufficient to

F. Masulli, S. Mitra, and G. Pasi (Eds.): WILF 2007, LNAI 4578, pp. 544–550, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



Signal Processing in Comparative Genomics 545

single out functional conserved regions; vice versa, the divergence is not so high
to result in a consistent decrease in sensitivity during comparisons aimed to
find functional regions (as it is usually the case in human/fish or human/fly
comparisons).

Several approaches for protein gene prediction based on comparative genomics
have been proposed, ranging from TWINSCAN [1], an extension of the ab initio
gene predictor GENSCAN [2] that integrates sequence conservation in the prob-
abilistic model (GHMM) of GENSCAN, to CSTminer [3], a tool to discriminate
between coding and non coding conserved sequences on the basis of the presence
(or absence) of evolutionary dynamics compatible with a protein coding function.

On the other hand, another class of methods for the detection of protein
coding regions rely on the analysis of DNA periodicities, exploiting techniques
developed in the field of digital signal processing [4,5,6,7,8,9]. Despite the fact
that these methods have been proven to be quite efficient on a single genome [10],
as of today they have not been used in a comparative genomic context. Here
we present a method based on signal theory that given two aligned conserved
genomic sequences classifies them as coding or non coding. To assess its accuracy
and sensitivity we analysed a set of pariwise human/mouse alignments of coding
sequences and intergenic regions, with very encouraging results.

2 Numerical Encoding

The periodic pattern in protein coding DNA sequences is a well known phe-
nomenon. The prominent signal detectable only in protein coding regions, often
referred to as ”3-periodicity”, is a direct consequence of their functional role. In
order to produce a new protein a flow of information has to be established from
the DNA sequence to the cellular machinery responsible for protein synthesis
(the ribosomes). DNA can be seen as a string of symbols belonging from a 4
letter alphabet. In order to encode for 20 amino acids the DNA has to be read
in words of length 3 (the codons), and thus there are 64 (43) possible codons in
DNA, 3 of which are used to encode the end of the translation (protein build-
ing) process. The set of rules allowing ribosomes to pair each of the 61 possible
codons with the appropriate amino acid are known, in their complex, as the
genetic code.

Since 20 different amino acids are encoded by 61 codons, the genetic code is
redundant, and the same amino acid can be encoded by different codons (see
Fig. 1). This is the key point to explain the origin of the 3-period: in families
of codons encoding for the same amino acid, each member is used in coding
DNA with different frequencies, leading to a codon usage pattern that is ex-
tremely specific for each organism. The presence of overrepresented codons in
coding sequences results in a peak at period 3 (because of the codons’ size)
clearly detectable only in coding sequences and absent in non coding regions.
The strength of the peak at frequency 1/3 can be easily quantified using Fourier
transformation and evaluating the signal over noise ratio in the power spectrum
of the DNA sequence under investigation.
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Codon AA Codon AA Codon AA Codon AA

TTT Phe TCT Ser TAT Tyr TGT Cys
TTC Phe TCC Ser TAC Tyr TGC Cys
TTA Leu TCA Ser TAA STOP TGA STOP
TTG Leu TCG Ser TAG STOP TGG Trp
CTT Leu CCT Pro CAT His CGT Arg
CTC Leu CCC Pro CAC His CGC Arg
CTA Leu CCA Pro CAA Gln CGA Arg
CTG Leu CCG Pro CAG Gln CGG Arg
ATT Ile ACT Thr AAT Asn AGT Ser
ATC Ile ACC Thr AAC Asn AGC Ser
ATA Ile ACA Thr AAA Lys AGA Arg
ATG Met* ACG Thr AAG Lys AGG Arg
GTT Val GCT Ala GAT Asp GGT Gly
GTC Val GCC Ala GAC Asp GGC Gly
GTA Val GCA Ala GAA Glu GGA Gly
GTG Val GCG Ala GAG Glu GGG Gly

Fig. 1. The genetic code: the 64 possible codons, and the corresponding amino acid.
ATG serves both as methionine codon and translation start codon; STOP indicates
codons marking the end of translation.

At primary level, a DNA sequence S[i] of length N consists of a series of
symbols belonging to an alphabet Σ = {A,C,G, T }. In single sequence signal
processing techniques the sequence is mapped to four binary signals, each of
which is associated with a specific nucleotide [11]. For example the DNA sequence

S[i] = [A T G C G T A C G C A C T G A C G C]

can be encoded as follows:

A[i] = [1 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0]

C[i] = [0 0 0 1 0 0 0 1 0 1 0 1 0 0 0 1 0 1]

G[i] = [0 0 1 0 1 0 0 0 1 0 0 0 0 1 0 0 1 0]

T[i] = [0 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0]

that is, with binary vectors indicating the presence (1) or absence (0) of each
nucleotide in each position of the sequence.

Once indicated the Discrete Fourier Transform (DFT) of the signal associated
to each nucleotide (e.g. A) as Â(k), with 0 ≤ k ≤ N − 1, the spectral energy
associated with sequence S[i] can be defined as follows:

|Ŝ(k)|2 = |Â(k)|2 + |Ĉ(k)|2 + |Ĝ(k)|2 + |T̂ (k)|2 (1)
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Then, for the 3-periodicity property, in protein coding regions the spectral
energy obtained by the DFT of the binary signals associated to each nucleotide
shows a peak at discrete frequency N/3. This peak is not observed in the spectral
energy of non coding DNA regions.

Instead of single sequences, in comparative genomics the objects of inves-
tigation are usually aligned sequences. The functionality of proteins encoded
by DNA is directly related to their primary sequence, and therefore conserved
coding regions are expected to encode for proteins having a similar amino acid
sequence. Codons encoding for the same amino acid often differ only in a single
nucleotide located in the third position of the codon. As a direct consequence,
the probability for a substitution to be synonymous (i.e. to leave unchanged the
encoded amino acid) differs according to the position of the codon where it has
occurred. Thus, in a coding conserved DNA sequence under selective evolution-
ary pressure substitutions are more often tolerated if they occur at the third
position of codons. This in turn implies that if aligned sequences are protein-
coding the spectral signal of the mismatches along the alignment is expected to
be maximal at frequency N/3, where N is the length (number of columns) of
the alignment. For the alignment

Aquery[i] = [A T G A C T A A G A G A G A T C C G G]
| | | | | | | | | | | | |

Atarget[i] = [A T G A C G A A A A G C G A G C C T A]

we can build a binary descriptor defining the position of all the mismatches along
the aligned sequences:

M[i] = [0 0 0 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 1]

To look for aligned regions with mismatches occurring mainly in the third
position of a codon, as in [12], we can use the Position Count Function (PCF)
to count the number of 1’s occurring at each phase s = {0, 1, 2} in the binary
descriptor M parsed in non overlapping words of size w = 3:

CM
3 (s) =

(N−1)/3∑
i=0

M [3i+ s] (2)

Using the PCF, as shown in [12] the magnitude of the DFT M̂ [k] at discrete
frequency N/3 can be defined as:

|M̂ [N/3]|2 =
1
2
[(CM

3 (0)−CM
3 (1))2+(CM

3 (1)−CM
3 (2))2+(CM

3 (2)−CM
3 (0))2] (3)

At this point, we need to assess of the signal strength at frequency N/3 with
respect to the average spectral noise. The average value |M̂ (1)

av | of the squared
magnitude |M̂ [k]|2 of a binary descriptor, excluding the fundamental frequency
component M̂ [0], can be calculated as in [12]:
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Fig. 2. Fraction of coding (continuous line) and non coding alignments (dotted line)
with CP score ≥ x

|M̂ (1)
av |2 =

1
(N − 1)

(
N −

w−1∑
s=0

CM
w (s)

)
·

w−1∑
s=0

CM
w (s) (4)

where w = 3. Finally, the signal (at frequency N/3) to noise ratio in the power
spectrum representing the coding potential (CP) of the conserved sequence under
investigation can be calculated using the following equation:

CP =
|M̂ [N/3]|2

|M̂ (1)
av |2

(5)

That is, we measure the coding potential of the alignment as the signal at
frequency N/3 normalized with respect to the signal present at every frequency
of the spectrum except for the fundamental frequency 0 (the noise).

3 Experiments

In order to assess the ability of our method to discriminate between coding and
non coding conserved sequences we built two evaluation datasets. The coding
dataset contained 3061 alignments obtained comparing 1580 pairs of human and
mouse orthologous coding sequences retrieved from Biomart. The simplest way to
obtain a non coding sequence set was to align whole genomic intergenic regions,
and then to remove from the alignment sequences overlapping genomic regions
annotated as coding. In particular, we employed the human genomic sequences
annotated in the ENCODE project, and their alignment with the correspond-
ing homologs in mouse. The high quality of the existing annotations for these
regions allowed us to safely discriminate between alignments containing protein
coding regions, even if we could not exclude a priori the presence of unknown
protein coding genes or pseudogenes. The comparison of ENCODE regions and
their homologs in mouse produced 4123 alignments. The comparison of genomic
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Table 1. At different CP score threshold values, fraction of alignments correctly and
uncorrectly classified as coding (true positives – TP, false positives – FP), and correctly
and uncorrectly classified as non coding (true negatives – TN, false negatives – FN),
and the corresponding sensitivity (TP/(TP + FN)) and specificity (TN/(TN + FP ))
values

CP TP FP TN FN Sens Spec

0.0 1 1 0 0 1.00 0.00
2.0 0.89 0.14 0.86 0.11 0.89 0.86
4.0 0.80 0.02 0.98 0.20 0.80 0.98
6.0 0.72 0.00 1.00 0.28 0.72 1.00

coordinates of the alignments with the content of the ENTREZ and VEGA gene
databases led to the removal 1896 alignments, 1771 of which overlapped anno-
tated coding sequences and 125 overlapped to annotated pseudogenes. Thus, the
resulting non coding set was composed by 2227 aligned sequence pairs.

Each of the alignments of the sets just described was analyzed in order to
measure the signal over noise ratio introduced at frequencyN/3 by the mutations
occurring in the third position of codons. The CP index calculated as defined
in Equation 5 ranged from 0.00 to 612.09 in the 3061 alignments composed
only by coding sequences, and from 0 to 35.12 in the 2227 sequences of the non
coding set. The cumulative distribution of CP values in coding and non coding
sets is shown in Fig. 2. As we can see, CP is highly discriminative between the
alignments contained in the two sets set.

Table 1 shows the number of coding sequences correctly classified (true posi-
tives), and uncorrectly classified as non coding (false negatives), and vice versa
for non coding (false positives and true negatives), with the corresponding sen-
sitivity and specificity values at different CP threshold values. For example, the
CP score at threshold 4.0 is able to classify correctly 2447 coding alignments
(79.94 % of coding set) yielding only 35 false positives (1.57% of the non cod-
ing set). Further examination of false positive alignments revealed that seven of
the false positives obtained by the method matched transcribed regions (that is,
annotations like RNAs, cDNAs, ESTs), while four overlapped proteic features
(like conserved domains) indicating the possible presence of as yet unannotated
genes.

4 Conclusions

The periodicity of 3 detectable at nucleotide level in coding regions has been
observed by many authors, even if spectral techniques derived by this obser-
vation, to our knowledge, have never been applied to a comparative analysis.
In this paper we presented the application of spectral techniques to aligned
sequences and we demonstrated that the signal over noise ratio at discrete fre-
quency N/3 (where N is the length of the alignment) obtained transforming a
binary indicator encoding the positions of substitutions can be effectively used
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for discrimination between protein coding and non coding aligned sequences and
that this observation is a direct effect of the characteristic selective pressure to
which only functional and protein coding conserved regions are subject during
evolution.

A straightforward application of our method is the annotation of newly se-
quenced genomes, because, once defined an appropriate cutoff value, a classi-
fication can be obtained in total absence of previous knowledge regarding the
genomic regions under investigation. Because the origins of the signal we investi-
gated in this work is the selective pressure acting on protein coding regions and
because this is due to the presence of a near universal genetic code allowing the
use of information encoded in DNA for protein synthesis, we expect the method
to be valid for investigations in pairs of species other than human and mouse,
as well as the analysis of multiple sequence alignments, or the characterization
of RNA sequences as coding (mRNAs) or non coding.
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Abstract. In this work we describe a clustering and feature selection
technique applied to the analysis of international dietary profiles. An
asymmetric entropy-based measure for assessing the similarity between
two clusterizations, also taking into account subclustering relationships,
is at the core of the technique, together with PCA. Then, a feature
analysis of the dataset with respect to its hierarchical clusterization is
performed. This way, most significant features of the dataset are found
and a deep understanding of the data distribution is made possible.

1 Introduction

Somatic mutations in the p53 tumor suppressor gene are among the most fre-
quent genetic alterations detected in colorectal cancer (CRC) [1] and are thought
to reflect environmental genotoxic insults, that could be mediated through the
diet, and human intestinal carcinogenesis [2][3]. With the future aim of studying
relationships between p53 mutations and international dietary factors, we devel-
oped a feature selection method based on PCA and an entropy based similarity
measure, which are the subjects of this paper. We apply this model to the analy-
sis of different geographic areas in relation to local dietary profiles, as defined
by percentage of energy intake from food items. The worldwide dietary data
base, detailing the percentage of energy intake provided by 10 food groups (i.e.,
cereals, starchy roots, vegetables, fruit, meat, milk, sweeteners, added vegetable
and animal fats, pulses and seeds, fish and sea-food) was obtained from the Is-
tituto Nazionale di Ricerca per gli Alimenti e la Nutrizione (INRAN), Rome,
Italy (through the courtesy of Dr. Angela Polito).

The dietary database was put through a hierarchical clustering process in
order to identify groups of affine countries basing on dietary factors. A novel
method of feature exploration was used to assess the stability of the clusteri-
zation and to find determinant features for the dataset. Toward this aim, the
asymmetric clustering similarity measure was introduced, which is also able to
detect subclustering relationships between clusterizations.

F. Masulli, S. Mitra, and G. Pasi (Eds.): WILF 2007, LNAI 4578, pp. 551–556, 2007.
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Fig. 1. MDS visualization of dataset.
Many points appear superimposed.
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Fig. 2. MDS visualization of the
dataset of Fig. 1 without Iran, South
and East Asia, and Japan points

2 The Dataset

From a mathematical point of view, the dataset appears as a 12× 10 matrix of
reals, expressing the percentage of energy intake provided by 10 food groups in
function of the geographical area where they were collected. A useful insight over
the data can be obtained from an MDS bidimensional projection of the dataset,
approximating the distance between the geographical areas, as defined by the
10-dimensional dataset, with a spatial distribution of them on the plane. In such
visualization Iran, Japan and South and East Asia, being relatively very far
from the other points, cause the other points to appear superimposed (see Fig. 1),
therefore another visualization excluding them was produced (see Fig. 2).
Visually, the presence of at least two homogeneous groups of geographical areas
seems evident.
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Fig. 3. Hierarchical clustering based on
the whole set of features
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Fig. 4. Hierarchical clustering based on
features 5 and 8

Since the size of the dataset is not problematic, the use of advanced cluster-
ing techniques (as in [7]) was avoided and a simple Ward’s agglomeration was
performed, as shown in Fig. 3. The presence of two main groups is confirmed
by the structure of the tree. To have a better understanding of the dataset, a
deeper study of the features was performed, as described in the next section.
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3 An Asymmetric Similarity Measure

It often happens, when dealing with the problem of data clusterizations, that
two or more of them have to be compared. There are many techniques available
to handle this problem [6], whose aim is generally to measure how much the two
clusterizations can be superimposed. In many cases this condition can lead to
miss important relations between clusterizations, like subclustering.

Subclustering analysis consists in studying the subclusters of each cluster.
For example, in hierarchical clustering, it is equivalent to partition a cluster at
a higher level of the tree into more clusters in lower levels. Another example, in
supervised classification, is the case of finding all the subclusters corresponding
to the same class. It is so desirable that a similarity measure could detect such
relations.

3.1 Entropy-Based Subclustering Similarity

For two clusterizations to be considered identical it is necessary that, in each
cluster of the first clusterization, only objects of one cluster of the second clus-
terization are present. The more a cluster of the first clusterization is filled with
objects from different clusters of the second clusterization (disorder), the less is
the superimposability of the two clusterizations. All the information needed to
resume this phenomenon is the confusion matrix. Given two clusterizations A
and B, where A is made of n clusters and B is made of m clusters, the confusion
matrix M between A and B is an n×m matrix, in which the entry (i, j) reports
the number of objects in the cluster i of the clusterization A falling into the
cluster j of the clusterization B.

The obvious tool to measure the disorder of a cluster is entropy. If Ri is the
i-th row of M and Cj is the j-th column of M , then H(Ri) measures the disorder
of the i-th cluster of A with respect to B, and H(Cj) measures the disorder of
the j-th cluster of B with respect to A.

We first observe that the bigger is a cluster, the more its disorder must
influence the similarity between A and B. We can then compute the simi-
larity between B and A as the mean entropy of the clusters of B versus A,
where the a-priori probability of a cluster X , P (X), can be approximated as
(number− of − objects− in−X)/(total− number− of − objects), giving rise
to the formula:

S(M) =
∑

i

P (Xi) ·H(Ri)

expressing the similarity of B versus A, while the similarity of A versus B can
be obtained with the analogue formula on Cj , which turns to be S(M ′). The
fact that in general S(M) �= S(M ′) is the key of our asymmetric measure. If the
clusters from A are fragmented into subclusters of B and objects from different
clusters of A fall into different clusters of B, then the similarity S(M) will not
be affected. Actually, if the dataset is composed by m objects (remembering
that B is made of m clusters), the value S(M) is maximal. On the contrary,
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the value S(M ′) is minimal. So the final measure of similarity between the two
clusterizations lies in the trade-off between S(M) and S(M ′). We define total
similarity measure Sa as follows:

Sa(M) = S(M) + a · S(M ′)

where the real a, 0 ≤ a ≤ 1, can be used to set the acceptable level of ‘sub-
clusteringness’ of B with respect to A. When a = 0 no importance is given to
the fragmentation level of the clusters in B. When a = 1 only exact matching
between A and B will give rise to a maximum for Sa.

In conclusion, the Sa asymmetric similarity measure can be used to assess
the similarity between two clusterizations, taking into account the possibility
of a subclustering relation between them. When a is set to 1 this measures is
coherent with other similarity measures found in literature, but, varying a, it
can be used to discover relations that other measures are blind to.

4 Feature Analysis of the Dataset

The aim of the performed feature analysis of the dataset is both assessing the
stability of the clustering and having a deeper understanding of its structure. A
useful information from data is given by the Principal Component Analysis [4].
Fig. 5 shows that 3 principal components are sufficient to explain 95% of the
total variance of the dataset. Fig. 6 shows the sums of the absolute values of
the coefficients for such principal components. Features 1, 5 and 8 explain most
of the variance of the dataset. Though this is a relevant information, it is not
enough to say that such features are always the most significant ones to represent
the whole dataset. The approach we present can provide exact information on
the ability of each subset of features to obtain the same clusterization of the
previous one by using backward feature elimination. This technique is described
in the following.

Different hierarchical clustering trees correspond to different selections of the
features. For our purpose we can say that two dendrograms are equivalent if they
can produce the same clusterization of the dataset with an opportune choice of
the cut threshold. At this point we want to generalize the similarity between
clusterizations to the similarity between dendrograms. Given a clusterization in
one dendrogram (i.e. with all the features), chosen by the user, the similarity
between it and another dendrogram can be defined as the maximum similar-
ity between the chosen clusterization and all the clusterizations of the other
dendrogram.

Therefore, the influence of each subset of features of the dataset on the final
clusterization can be estimated as follows. First, a target clusterization is cho-
sen from the dendrogram built on all the dataset features. Then, a hierarchical
clustering tree is built for each subset of the features of the dataset and all the
clusterizations derivable from such tree are compared with the target clusteriza-
tion. The best similarity obtained states the ability of the chosen features subset
to produce the same clusterization as the whole dataset.



PCA Based Feature Selection 555

 1  2  3
0

10

20

30

40

50

60

70

80

90

100

Principal Component

V
ar

ia
nc

e 
E

xp
la

in
ed

 (
%

)

Fig. 5. First three principal
components of the dataset

1 2 3 4 5 6 7 8 9 10
0

0.5

1

1.5

Fig. 6. Histogram of the sums of the absolute
values of the weights related to the features for
the three principal components of Fig. 5

Table 1. Worst S1 values for each subset S of the
features including feature f

f\|S| 1 2 3 4 5 6 7 8 9 10

1 0,85 0,85 0,85 0,85 0,85 0,85 0,85 0,85 0,85 1,00
2 0,59 0,59 0,59 0,59 0,59 0,59 0,69 0,69 0,85 1,00
3 0,59 0,59 0,59 0,59 0,59 0,59 0,69 0,69 0,85 1,00
4 0,59 0,59 0,59 0,59 0,59 0,59 0,69 0,69 0,85 1,00
5 0,69 0,69 0,69 0,68 0,68 0,68 0,69 0,69 0,85 1,00
6 0,82 0,73 0,69 0,68 0,68 0,68 0,69 0,69 0,85 1,00
7 0,59 0,59 0,59 0,59 0,59 0,59 0,69 0,69 0,85 1,00
8 0,75 0,73 0,72 0,73 0,73 0,73 0,73 1,00 1,00 1,00
9 0,59 0,59 0,59 0,59 0,59 0,59 0,69 0,69 0,85 1,00
10 0,60 0,59 0,59 0,59 0,59 0,59 0,69 0,69 0,85 1,00

Table 2. Couplings of fea-
tures (f1, f2) giving S1 = 1

f1 f2

1 4 6 8 9 10
2 -
3 -
4 1
5 8
6 1 8
7 8
8 1 5 6 7
9 1
10 1

Table 1 reports in each entry (i, j) the worst of such values obtained for
each subset of j of the 12 features of the dataset, always including the i-th
feature. It clearly appears that the feature 1 and 8 are able to reconstruct a good
approximation of the whole feature space when considered alone or together with
any combination of the other features.

Table 2 reports all the couples of features able to exactly reconstruct the
features space. Coherently with data from Table 1, the features 1 and 8 achieve
S1 = 1 when coupled with various other features. Analogously, features 2 and 3
are not able to reach S1 = 1 when coupled with any other feature.

5 Conclusions and Future Studies

In this work we performed a hierarchical clustering on a dataset containing
dietary information from various nations. We showed how PCA and an entropy-
based similarity measure can be exploited to perform feature analysis of the
dataset. Following this way, we were able to find the most influencing features
of the dataset and assess its stability with respect to the clustering process.
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An analogue methodology, avoiding the exhaustive approach, is being used to
successfully perform feature selection on more complex tumor-related datasets.
The results of our analysis show that mutations in p53 can be associated with two
major and distinct dietary patterns, corresponding to the two principal clusters
of the tree. The first cluster includes the European countries along with the
USA and Australia, the other cluster comprises the Asian countries, including
Iran. The occurrence and type of p53 mutations in colorectal epithelium is likely
to be influenced by dietary factors, both genotoxic and protective, related to
the geographic origin of the patients. Further studies, presently in progress, are
addressing this important issue and its correlation with other genetic factors
related to p53 mutations.
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Abstract. A new gene selection method for analyzing microarray exper-
iments pertaining to two classes of tissues and for determining relevant
genes characterizing differences between the two classes is proposed. The
new technique is based on Switching Neural Networks (SNN), learning
machines that assign a relevance value to each input variable, and adopts
Recursive Feature Addition (RFA) for performing gene selection.

The performances of SNN-RFA are evaluated by considering its appli-
cation on two real and two artificial gene expression datasets generated
according to a proper mathematical model that possesses biological and
statistical plausibility. Comparisons with other two widely used gene se-
lection methods are also shown.

1 Introduction

DNA microarrays provide the gene expression level for thousands of genes per-
taining a given tissue, thus allowing to understand mechanisms regulating biolog-
ical processes, such as the onset of a disease or the effects of a drug. Nevertheless,
treating such a huge amount of data requires appropriate statistical and infor-
mation analysis tools. An important problem in this analysis is to determine the
subset of genes involved in the biological process under examination. Such prob-
lem is generally referred to as gene selection and several statistical and machine
learning techniques have been proposed in literature to face with it.

Golub et al. [1] have obtained interesting results in discriminating two differ-
ent kinds of leukemia by adopting a simple univariate statistical method, here
denoted with GOLUB. More recently, Guyon et al. [2] have employed an iter-
ative procedure, called Recursive Feature Elimination (RFE), for subsequently
removing genes marked as less relevant by a specific classifier. To this end, Guyon
et al. decided to employ linear Support Vector Machines (SVM), whose qual-
ity have been theoretically and experimentally demonstrated; the resulting gene
selection procedure is usually referred to as SVM-RFE.

Another promising class of machine learning techniques for gene selection is
rule generation methods, which solve a classification problem by generating a
collection of intelligible rules in the if-then form. In particular, Switching Neural
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Networks (SNN) [3] have been shown to obtain an excellent accuracy, when
applied to solve real world problems deriving from DNA microarray [4]. This
paper proposes to employ SNN for gene selection by adopting the opposite ap-
proach with respect to RFE: it subsequently adds the features considered as
more relevant by a proper classifier. Since this approach is called Recursive Fea-
ture Addition (RFA), the proposed gene selection method will be denoted as
SNN-RFA.

Unfortunately, real data cannot be adopted to evaluate in an objective way
the quality of a gene selection method. In fact, the whole set of genes really
involved in a biological process is not known: medical and biological literature
provide at most a partial knowledge about it. A valid alternative consists in using
the biologically plausible mathematical model described in [5], which is able to
generate artificial expression data that present the same statistical behavior as
data deriving from DNA microarray.

In particular, two artificial datasets possessing a statistical behavior similar to
that of the datasets analyzed in [1] and in [6] have been considered for comparing
the results obtained by SNN-RFA with those given by GOLUB and SVM-RFE.

2 Mathematical Model for Gene Expression Data

To derive a mathematical model for artificial data we suppose that the relation-
ship between gene expression levels and functional state of the tissue is deter-
ministic, i.e., no labeling error occurs during the execution of DNA-microarray
experiments. Since in a real situation this is not true, the proposed model will be
composed by a deterministic part, described through a function f : Rm → {0, 1},
and by a random term e corresponding to the probability that a tissue is assigned
to the wrong state.

Then, for each gene gi there exists a modulation threshold ti such that gi is
considered to be overexpressed if the value xi of its expression exceeds ti and
underexpressed if xi < −ti. According to the functional state in exam, a gene
can be considered to be modulated when overexpressed or when underexpressed.
Thus, it is possible to define a mapping β : Rm → {0, 1}m, which depends on
the modulation thresholds ti and returns, for each gene, the value 1 if that gene
is modulated and 0 otherwise.

A biologically plausible assumption for our model implies that the output is
uniquely determined by the state (modulated or not) of the m genes and does not
depend on their specific expression values. Then, the function f can be written
as f(x) = ϕ(β(x)), where ϕ is a Boolean function defined on binary strings in
{0, 1}m.

Consider the case where artificial gene expression data deriving from n virtual
experiments with DNA microarray are to be generated. Suppose without loss of
generality that the first n1 experiments concerns a functional state S1 (e.g., a
cancer tissue), whereas the remaining n2 = n−n1 experiments regards a different
functional state S2 (e.g., a reference tissue). We associate with S1 and S2 the
output values y = 1 and y = −1, respectively.
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Hence, each experiment is described by a pair (x, y), which must be gener-
ated according to our mathematical model. This is achieved by constructing two
mappings β1, β2, one for each functional state, and two Boolean functions ϕ1,
ϕ2. Then, n vectors x1, . . . ,xn such that

f1(xj) = ϕ1(β1(xj)) = 1 , f2(xj) = ϕ2(β2(xj)) = 0 for j = 1, . . . , n1
f1(xj) = ϕ1(β1(xj)) = 0 , f2(xj) = ϕ2(β2(xj)) = 1 for j = n1 + 1, . . . , n

are generated. Finally, the output yj for every artificial experiment is obtained by
considering a random term e, corresponding to the probability that an example
is assigned to the wrong state.

3 Considered Gene Selection Methods

When analyzing a gene expression dataset consisting of n vectors xj , associated
with as many tissues in two different functional states S1 and S2, the main target
is to retrieve the subset of genes that are differentially expressed in S1 and S2.
A possible way of achieving this goal is to employ a feature selection technique,
which aims to derive in a general classification problem the minimal subset F
of inputs involved in any optimal decision function f solving the problem at
hand.

Several methods of this kind can be found in the literature; however, only some
of them needs a reduced computational cost, which make them suitable for treat-
ing DNA microarray data. These methods are called gene selection techniques; in
this work we consider three of them, namely Golub’s method (GOLUB), Support
Vector Machines with Recursive Feature Elimination (SVM-RFE) and Switch-
ing Neural Networks with Recursive Feature Addition (SNN-RFA), focusing in
particular our attention on the last one.

3.1 Golub’s Method (GOLUB) [1]

GOLUB orders the genes according to the decreasing value of an appropriate
relevance measure r and then builds the subset F by taking the first g genes of
the list. Alternatively, a threshold θ can be considered for the relevance, including
in F the genes that verifies the condition r > θ. As a measure of relevance for
the ith gene, Golub et al. [1] have proposed the correlation ri with the output
yi given by the following relation:

ri =
(μi(1)− μi(0))
(σi(1) + σi(0))

(1)

being μi(c) and σi(c), for c = 0, 1, the mean and the standard deviation of the
values xi in the tissues belonging to the class c. Positive (resp. negative) values
of ri mean a good correlation between the ith gene and the class 1 (resp. 0).
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3.2 Support Vector Machines with Recursive Feature Elimination
(SVM-RFE) [2]

The basic idea underlying Recursive Feature Elimination (RFE) consists in ap-
plying iteratively a given classification method on the dataset at hand, removing
at each iteration the less important input, according to a proper measure of rel-
evance. At the end of the procedure, features are ranked in increasing order,
considering as most relevant the last removed input. To speed up the method,
more than one feature can be removed at every iteration.

In particular, if linear Support Vector Machines (SVM) are employed as clas-
sification technique [2], a simple measure of relevance is given by the square w2i
of the coefficient wi of the optimal hyperplane associated with the ith input
(gene).

3.3 Switching Neural Networks with Recursive Feature Addition
(SNN-RFA)

Switching Neural Networks (SNN) [3] are simple weightless connectionist models
in which every neuron can only perform one of the following operations: A/D
conversion, logic AND, or logic OR. The training algorithm for SNN, named
Shadow Clustering (SC), consists of the following three steps:

1. Every value in the dataset is converted into a binary string by using an
appropriate coding which preserves the properties of distance and ordering.

2. The AND-OR expression of a positive Boolean function is built starting from
the binary patterns in the coded dataset.

3. The associated SNN is built according to the positive Boolean function ob-
tained in the previous step.

Since gene expression values are given by real numbers, the conversion at
Step 1 requires a proper discretization. Once the n examples are converted into
binary strings, the coded dataset can be regarded as a portion of the truth table
of an unknown positive Boolean function f . SC aims to reconstruct f starting
from this partial truth table, trying to generalize as well as possible the available
information.

The performance of SNN in the gene selection task can be improved by adopt-
ing the complementary approach of RFE, which will be called Recursive Feature
Addition (RFA). This procedure applies iteratively a given classification method,
specifically SNN, on the dataset at hand, removing at each iteration the most
important input. At the end of the procedure features are ranked in decreasing
order, taking the first removed input as the most relevant. Again, to speed up
the method, more than one feature can be removed at every iteration.

4 Results

To evaluate the results obtained by GOLUB, SVM-RFE and SNN-RFA when
performing gene selection on real world problems, two datasets containing gene
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Table 1. Overlapping between subsets of relevant genes identified by GOLUB, SVM-
RFE and SNN-RFA in the Leukemia dataset

GOLUB SNN-RFA SVM-RFE GOLUB SNN-RFA Real
Training Training Total Total Total Leukemia

39.5% 28.5% 35% 30% 25.5%
SVM-RFE

Training

GOLUB
37% 44% 26% 54.5% 36.5%

GOLUB

Training Training

SNN-RFA
24% 44% 23% 37% 33.5%

SNN-RFA

Training Training

SVM-RFE
33.5% 23.5% 15.5% 41.5% 40%

SVM-RFE

Training Total

GOLUB
28% 50.5% 35.5% 29% 59.5%

GOLUB

Total Total

SNN-RFA
22.5% 41% 34.5% 19% 49%

Total

Significant
23% 37% 32% 18.5% 40.5% 39%

genes

Artificial SVM-RFE GOLUB SNN-RFA SVM-RFE GOLUB SNN-RFA

Leukemia Training Training Training Total Total Total

expression levels produced by DNA microarrays have been considered: the Leu-
kemia dataset [1] (72 experiments involving 7192 genes) and the Colon cancer
dataset [6] (62 experiments involving 2000 genes). In addition, the three tech-
niques have also been applied for the analysis of two artificial datasets generated
according to the mathematical model described in Sec. 2; each of them presents
statistical properties similar to those of one of the two real world problems above.

The results given by the three methods on the four datasets have been gath-
ered into two tables; each dataset have been partitioned into a training set and
a test set. The first table is related with the Leukemia dataset, for which 38
examples have been used for training and 34 for test.

The portion of the table concerning the artificial Leukemia dataset shows a
significant overlapping (50.5%) between the genes selected by GOLUB on the
whole dataset and those chosen by the same method on the training set only. A
similar behavior characterizes the results on the real Leukemia dataset, where
the overlapping reaches 54.5%. If we consider different methods upon the whole
dataset, the best overlapping is given by GOLUB and SNN-RFA, both in the
real and in the artificial case.

As for the artificial dataset, for which the significant genes are known, it can
be noted the good agreement between the different methods and the genes really
involved in determining the two classes. Best results are achieved by GOLUB
and SNN-RFA, which includes in the most relevant 200 genes 81 (40.5%) and
78 (39%) genes, respectively, among the actually significant ones.

Table 2 reports the performances scored on the Colon dataset. In this case 31
tissues have been used for training and 31 for test. Again, both for the real and
the artificial datasets, the best overlapping is given by the intersection between
the results of GOLUB and SNN-RFA. In particular, if we consider the analysis
of the whole dataset the percentages are 85% for the artificial case and 73.5% for
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Table 2. Overlapping between subsets of relevant genes identified by GOLUB, SVM-
RFE and SNN-RFA in the Colon dataset

GOLUB SNN-RFA SVM-RFE GOLUB SNN-RFA Real
Training Training Total Total Total Colon

41% 35.5% 36.5% 31% 32.5%
SVM-RFE

Training

GOLUB
28.5% 66% 22.5% 66.5% 62.5%

GOLUB

Training Training

SNN-RFA
27% 81.5% 18% 52.5% 58%

SNN-RFA

Training Training

SVM-RFE
59% 28.5% 23% 25% 24.5%

SVM-RFE

Training Total

GOLUB
26% 81% 78.5% 26% 73.5%

GOLUB

Total Total

SNN-RFA
25.5% 78.5% 78% 24% 85%

Total

Significant
32.5% 80.5% 78% 30% 91.5% 93.5%

genes

Artificial SVM-RFE GOLUB SNN-RFA SVM-RFE GOLUB SNN-RFA

Colon Training Training Training Total Total Total

the real case, while for the training set we obtain 81.5% in the artificial problem
and 66% in the real situation.
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Abstract. Analysis and visualization of high-dimensional clinical pro-
teomic spectra obtained from mass spectrometric measurements is a com-
plicated issue. We present a wavelet based preprocessing combined with
an unsupervised and supervised analysis by Self-Organizing Maps and
a fuzzy variant thereof. This leads to an optimal encoding and a robust
classifier incorporating the possibility of fuzzy labels.

Keywords: fuzzy visualization, clinical proteomics, wavelet analysis,
biomarker, spectra preprocessing.

1 Introduction

Applications of mass spectrometry (ms) in clinical proteomics have gained
tremendous visibility in the scientific and clinical community [1,2]. One ma-
jor objective is the search for potential biomarkers in complex body fluids like
serum, plasma, urine, saliva, or cerebral spinal fluid. For this purpose, efficient
analysis and visualization of large high-dimensional data sets derived from pa-
tient cohorts is crucial. Additionally, it is necessary to apply statistical analysis
and pattern matching algorithms to attain validated signal patterns. A power-
ful tool for faithful data mining and visualization of potential high-dimensional
data is the unsupervised self-organizing map (SOM) [3] which has been recently
extended to a supervised counterpart in [4]. The later allows the determination
of a prototype based fuzzy classification model (FLSOM). In contrast to the
widely applied multilayer perceptron [5], prototype based classification allows
an easy interpretation of the classification scheme, which is of particular interest
for clinical applications. FLSOM leads to a robust fuzzy classifier where efficient
learning of fuzzy labeled or partially contradictory data is possible.

Hereby a discriminative data representation is necessary. The extraction of
such discriminant features is critical for spectral data and typically done by a
parametric peak picking procedure. This peak picking is often focus of criticism
because peaks may be insufficiently detected. To avoid this difficulties we fo-
cus on a wavelet encoding of the spectral data to get discriminative features.
Thereby the obtained wavelet coefficients are sufficient to reconstruct the sig-
nal, still containing all relevant information of the spectra. However this better
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discriminating set of features is typically more complex and hence a robust ap-
proach to determine the desired classification model is needed.

2 Bioinformatic Methods

The classification of mass spectra involves in general the two steps peak pick-
ing to locate and quantify positions of peaks within the spectrum and feature
extraction from the obtained peak list. In the first step a number of procedures
as baseline correction, optional denoising, noise estimation and normalization
must be applied. Upon these prepared spectra the peaks have to be identified
by scanning all local maxima and the associated peak endpoints followed by a
S/N thresholding such that one obtains the desired peak list.

The procedure of peak picking is standard, and has been done using Clin-
ProTools for comparison in this paper (details in [2]). Here we propose an al-
ternative which simplifies the procedure and preserves all (potentially small)
peaks containing relevant information by use of the discrete wavelet transfor-
mation (DWT). The feature extraction has been done by Wavelet analysis us-
ing the Matlab Wavelet-Toolbox1 and with ClinProTools to obtain peak lists
with peak areas as final features. In that way both feature lists can be related
back to original mass position in the spectral data which is essential for fur-
ther biomarker analysis. In a first step a feature selection procedure using the
Kolmogorov-Smirnoff test (KS-test) was applied. Thereby the test was used to
identify features which show a significant (p < 0.01) discrimination between
the two groups (cancer,control). This is done in accordance to [6] where also
a generation to a multiclass experiment is given. The roughly reduced set has
been further processed by FLSOM to obtain a classification model with a small,
ranked set of features, crossvalidated by a 10-fold cross validation procedure.

2.1 Feature Extraction and Denoising with the Bi-orthogonal
Discrete Wavelet Transform

Wavelets have been developed into powerful tools [7,8] used for noise removal and
data compression. The discrete version of the continuous wavelet transform leads
to the concept of a multiresolution analysis (MRA). This allows a fast and stable
wavelet analysis and synthesis. The analysis becomes more precise if the wavelet
shape is adapted to the signal to be analyzed. For this reason one can apply the
so called bi-orthogonal wavelet transform[9] which uses two pairs of scaling and
wavelet functions. One is for the decomposition/analysis and the other one for
reconstruction/synthesis. The advantage of the bi-orthogonal wavelet transform
is the higher degree of freedom for the shape of the scaling and wavelet function.
In our analysis such a smooth synthesis pair was chosen to avoid artifacts. It
can be expected that a signal in the time domain can be represented by a small
number of a relatively large set of coefficients from the wavelet domain. The

1 The Matlab Wavelet-Toolbox can be obtained from www.mathworks.com
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Fig. 1. Wavelet reconstruction of the spectra with L = 4, 5, x-mass positions, y-
arbitrary unit. The original signal is plotted with the solid line. One observes that
a wavelet analysis with L = 5 is too rough to approximate the sharp peaks.

spectra are reconstructed in dependence of a certain approximation level L of the
MRA which can be considered as a hard-thresholding. The denoised spectrum
looks similar to the reconstruction as depicted in Figure 1. The starting point
for an argumentation is the simplest example of a MRA which can be defined
by the characteristic function χ[0,1). The corresponding wavelet is the so-called
Haar wavelet. Assume that the denoised spectrum f ∈ L2(R) has a peak with
endpoints 2jk and 2j(k + 1), the integral of the peak can be written as

∫ 2j(k+1)

2jk

f(t)dt =
∫

R

f(t)χ[2jk,2j(k+1))(t)dt

Obviously the right hand side is the Haar DWT scaling coefficient cj,k = 〈f, ψj,k〉
at scale a = 2j and translation b = 2jk. One obtains approximation- and detail-
coefficients [9]. The approximation coefficients describe a generalized peak list of
the denoised spectrum encoding primal spectral information and depending on
the level L which is determined with respect to the measurement procedure. For
linear MALDI-TOF spectra a device resolution of 500−800Da can be expected.
This implies limits to the minimal peak width in the spectrum and hence, the re-
construction level of the Wavelet-Analysis should be able to model corresponding
peaks. A level L = 4 is appropriate for our problem (see Figure 1). Applying this
procedure on the spectra with an initial number of 22306 measurement points
per spectrum one obtains 602 wavelet coefficients and 91 peak areas used as
representative features per spectrum. Subsequently, the data were processed by
FLSOM in a 10-fold cross validation procedure.

2.2 Fuzzy Labeled Self Organizing Map

The SOM is a popular unsupervised data mining and visualization method,
mapping a given possibly high-dimensional data set non linearly onto a low-
dimensional regular lattice, which is topology-preserving under certain condi-
tions [3]. In the SOM formulation by Heskes [10] training of a SOM is a sto-
chastic gradient descent on a cost function. FLSOM as given in [4] is obtained
by adding a classification error term to the original cost function of Heskes,
such that classification labels are taken into account for model adaptation. One
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obtains a supervised classification scheme based on SOM, whereby the visual-
ization and topographic properties are preserved. In our analysis we use the
scaled Euclidean metric whose parameters are adapted during the optimization
(metric adaptation) in accordance to [4], [11]. Hence, prototypes, labels and
the metric are optimized by a stochastic gradient descent on the FLSOM cost
function.

3 Visualization and Analysis of Proteomic Data

Subsequently the proposed data processing scheme is applied to clinical ms spec-
tra taken from a cancer study. Thereby we focus on a reliable encoding, visual-
ization and classification model generation, indicating discriminative features.

3.1 Clinical Sample Preparation and MS Data Acquisition

Sample preparation and profile spectra analysis were carried out using the
CLINPROT system 2. Plasma samples from 45 cancer patients and 50 controls
were prepared using the MB-WCX Kit. Purifications were performed according
to the product description. Sample preparation onto the Anchor Chip target
was done using HCCA matrix and the spectra were generated using a linear
autoflex.

3.2 Analysis with SOM and FLSOM

The preprocessed set of spectra and their corresponding peak areas or wavelet co-
efficients were now analyzed using the SOM and the FLSOM algorithm. For com-
plex data sets a low (2-3) dimensional visualization is complicated to achieve and
simple approaches as shown in [4] are often insufficient. To overcome this, SOMs
offer very powerful visualization capabilities especially for high-dimensional data.
However they are not considering label information and are also not applying
the concept of relevance learning which is often necessary for biomarker search
[11]. The presented FLSOM algorithm allows for both directions the search for
markers incorporating potentially fuzzy label information and subsequent vi-
sualization by a fuzzy labeled SOM. The results are depicted in Figure (2,3)
using the obtained maps for SOM and FLSOM with peak areas or wavelet co-
efficients. One finds that the obtained FLSOM is well ordered with respect to
the two classes separating cancer from control. In addition by calculating the
first term of the topographic function [12] we found that our map is topology
preserving and hence neighborings on the map indeed corresponds to neighbor-
ings in the high-dimensional feature space. The class labels for each map cell
are indicated by bar plots, whereby the first bar give a possibilistic measure
for class 1 (cancer) and the second bar for control respectively. For SOM these
values have been obtained by a post labeling showing a clear labeling of the
cells with cancer data in the lower left and control data mapped to the upper
2 Devices and chemical processing by Bruker Daltonik GmbH, Bremen, Germany.
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Fig. 2. Visualizations of FLSOM (left), SOM (right) using bar plots. The plots are
obtained using wavelet coefficients and show that the maps are well ordered with respect
to the labeling. This is also the case for SOM - due to the classwise data similarity.
Within the cells the first column denotes the possibility for cancer and the second for
control. While the SOM has been crisp post labeled and contains multiple empty cells,
the FLSOM shows the degree of class responsibility learned during the optimization.
Overlapping data regions can be identified with respect to the classification task.

right region. However one also observes a larger number of empty map cells. For
FLSOM we found that the prototypes successfully learned a clear labeling from
the data and hence the FLSOM map is well representing the underlying class
information.

By use of a principal component analysis we projected the obtained FLSOM
together with the data into the space of the two principal components (c.f. Fig-
ure (3)). There we also get a clear separation of the classes and a reliable good
spreading of the FLSOM into the data space. Thereby the prototypes of the
FLSOM (huge o or ♦ at the corners of the lines) are well positioned into its
corresponding classes. Considering the component planes for FLSOM some rel-
evant input dimensions are identified which are separating the two classes. This
is depicted in Figure (3). The feature 414 constitutes a small peak in the original
data which has not been recognized by the standard peak picking procedure but
which shows good separation capabilities. Comparing the component planes for
peak features with those obtained for wavelet coefficients for SOM and FLSOM
similarities and dissimilarities can be observed. Especially for the wavelet coeffi-
cients a larger number of relevant feature dimensions is observed. By analyzing
their origin on the original mass axis we found that multiple neighbored wavelet
coefficients encoded in fact the same peak region or related peaks3, but also
new mass positions with small peaks have been found to be separating using the
wavelet coefficients which were not detected using peak areas only.

The FLSOM model has been further evaluated in a 10-fold crossvalidation
procedure. The models with peak areas as well as with wavelet coefficients were
capable to discriminate between the two classes. For peak areas we found a
recognition (training error) of 82% and a prediction (test error) of 71% wereas for
wavelet coefficients the results were 78% and 75%. Hence the wavelet approach
showed better generalization.
3 Related peaks maybe chemically related as encodings of multiple fragments.
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Fig. 3. Visualizations of FLSOM component planes using three relevant wavelet co-
efficients identified by the obtained relevance profile. Map cells for cancer are labeled
with 0 and for control with 1, respectively. The feature 357 has been observed to be
relevant for SOM (visual inspection) as well as for FLSOM. The mass position encoded
by feature 453 shows that also small peaks (shown in 3(b)) are still available by the
DWT. In the PCA the data and the SOM are projected in PCA space using the first
two principal components. Data for controls are depicted as ’♦’, its prototypes by huge
’♦’, cancer data plotted as ’o’ with huge o for prototypes, empty fields shown as ’*’.
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4 Conclusions

The presented initial data interpretation of proteom data demonstrate that the
combined visualization and model generation of the FLSOM in combination
with a wavelet based data preprocessing provides an easy and efficient detection
of biomarker candidates and a very good visualization of the high-dimensional
data. The usage of wavelet encoded spectra features is especially helpful in de-
tection of small differences which maybe easily ignored by standard approaches.
FLSOM was able to process high-dimensional wavelet features and observed
good regularization, avoiding typical overfitting effects occuring by standard ap-
proaches. Moreover, the FLSOM visualization gives a planar representation of
the high-dimensional data. If the obtained map is topological preserving one is
able to identify sub-cluster of the original data space considering the receptive
fields of the FLSOM cells. By use of the relevance learning we found a ranking
of the features related to mass positions in the original spectrum which allows
for identification of most relevant feature dimensions which was used for the
identification of biomarker candidates. In future analysis it could be interesting
to reduce the feature set by incorporating knowledge about fractionation of the
chemical compounds leadings to multiple related peaks of the same source.

Potential biomarker peaks detected e.g. by FLSOM can be selected for in-
depth analysis and analyzed by tandem ms (TOF/TOF) analysis. Conclusively,
wavelet based spectra encoding in combination with FLSOM is an interesting
alternative to standard approaches allowing more flexibility in problem mod-
eling as well as the control of the data processing task. It combines efficient
visualization with automated data pretreatment and intuitive analysis.
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Abstract. In analyzing gene expression data from micro-array, a ma-
jor challenge is the definition of a feature selection criterion to judge
the goodness of a subset of features with respect to a particular clas-
sification model. This paper presents a cost-sensitive approach feature
selection that focuses on two fundamental requirements: (1) the quality
of the features in order to promote the classifier accuracy and (2) the
cost of computation due to the complexity that occurs during training
and testing the classifier. The paper describes the approach in detail and
includes a case study for a publicly available micro-array dataset. Results
show that the proposed process yields state-of-art performance and uses
only a small fraction of features that are generally used in competitive
approaches on the same dataset.

Keywords: Data Mining, Machine Learning, Bio-informatics.

1 Introduction

DNA micro-array technology provides a powerful mean for accurate prediction
and diagnosis of cancer. Realizing that datasets are large, it is necessary to per-
form a feature selection for the determination of genes with the most significant
difference between groups of samples. The use of a subset of features not only
reduces the dimensionality, but it improves the classification accuracy by elim-
inating redundant and/or irrelevant information, since it has been recognized
that only a small number of genes are important for the distinction of tumors
classes. Deciding the number of the genes to select is a first question in micro-
array data analysis and finding the optimal number of genes is very difficult.
Usually, one balances the effectiveness of a selected feature set with the asso-
ciated classifier accuracy with respect to an evaluation criterion that generally
involves two basic factors: the cost of misclassification errors and the cost of com-
putation. That depends on the complexity of the classifier and, in turn, on the
dimension of the feature set [1]. Although prior research activity indicates the
feasibility of balancing the above factors, it has been recognized that the prob-
lem is further complicated when we consider a multi-classification problem [2]
where the classification accuracy appears to degrade very rapidly as the number
of classes increases.
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This paper tries to encompass both the computational accuracy and the com-
putational cost within a greedy approach that carefully considers tradeoffs be-
tween the research of an optimal set of features and the cost of computation
due to the complexity that incurs during training and testing a classifier in
multi-classification problems. We build and evaluate the classifier step-by-step
and propose a cost function as a stopping criterion in controlling the genera-
tion of new subset of features. The paper is organized as follows. We start by
introducing, in Section 2, the multi-classification techniques. Section 3 describes
the proposed greedy approach. A case study is discussed in Section 4. Section
5 shows that results are comparable with recent literature and outlines future
work.

2 Background

While significant progress has been made in the development of algorithms for
binary classification, there is only a small amount of work on classification in-
volving more than two classes [3], [4], [5]. Two groups of multi-class classification
techniques are relevant to this paper. The first technique, here referred as Binary
Classification Extension (BCE), naturally extends the binary classification al-
gorithms to handle multi-class problems. The second one considers the strategy
of breaking the original M-class problem into a set of binary sub-problems and
performs classification by training and combining a family of binary classifiers
with respect to one of the following decisional schemas: One-against-One (1-1),
One-against-Rest (1-R), Hierarchical (HC). In the 1-1 schema, a binary classi-
fier is trained for each distinct pair of classes, using only the training examples
for those classes. This results in M(M − 1)/2 classifiers, each predicting exactly
one of the M classes. The 1-R schema provides, for each class, a classifier that
is trained for distinguishing between each class and the M-1 other remaining
classes whose instances are considered as negative examples. This schema con-
structs M classifiers by separating the instances of each class from the rest of the
classes. The HC schema builds a binary decision tree in which a binary classifier
is associated with each internal node and a class label is assigned to each leaf.
First, a binary classifier is trained for distinguish between the largest class L
and the remaining classes. The training set is partitioned into two subset: the
instances belonging to L and the instances not belonging to L for which a new
classifier is built by separating the second largest class from the other remaining
classes. Then, the classification process is recursively applied to each class. The
possibility of ties or contradictory voting requires an overall voting procedure
for the classifier outputs.

According to the survey paper [1], the problem of cost-sensitive classification
has been the subject of a growing body of research. Many works [6], [7], [8]
consider inductive learning methods where the costs incurred by misclassification
errors vary based on the actual label of the instance. For binary classifiers, this
is equivalent to consider the penalty for classifying examples in one class much
different than the penalty for classifying examples in the other class. Recently,
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area under ROC curve (AUC) has been used in some studies [9], [10]. In this
context, [11] introduces a graphical technique for visualizing cost curves for 2-
class classifiers. Some works consider both the misclassification and test costs
(i.e. the costs incurred by obtaining missing values of attributes) in decision
tree building [12], [13]. [14] introduces a Markov decision process for sensitive
learning and gives solutions in terms of optimal policies. As far as we know,
the costs associated with building the classifier (and particularly multiclass-
classifiers) are often ignored. The few works that consider this aspect include [1]
that provides a comprehensive list if costs associated with classifier learning and
[10] that analyzes the impact of the cost of training data on learning. However,
the cost of building and testing a classifier can be quite substantial in learning
micro-array data where the feature selection plays a major role.

3 The Proposed Approach

In a typical micro-array data analysis, the initial step is a feature selection ex-
cluding irrelevant features and reducing both the noise of the dataset and the
time needed to perform the classification. Conceptually, the ideal feature se-
lection process should traverse the feature space and evaluate all the possible
subsets of features for searching the best one. Since this strategy is computation-
ally expensive, it is necessary to find tradeoffs between the cost of computation
and the quality of selected features. As regards the quality, a feature is strongly
relevant if the feature cannot be removed without loss in classification accuracy
and weakly relevant if its addition can increase the accuracy of classifier [15].
Being independent of the classification task, filter algorithms can be considered
as “quality oriented” algorithms in that the strongly relevant features are gen-
erally highly ranked, but a crucial step is the formulation of a search strategy
that controls the feature selection process i.e. the definition of a “quantitative
oriented” procedure with respect to the accuracy and the computational burden.

On this premise we propose a strategy that combines a qualitative filtering
approach with a cost-sensitive selection of features, seeking for the optimal subset
of attributes to employ in the actual classifiers. Specifically, we denote as qua-
litative filtering approach a ranking procedure that orders the features by their
rank within each class. Then, we propose a greedy algorithm that first considers
the N top-ranked attributes, all other features being ignored. As the next step,
a classifier is built with only those N attributes and its accuracy is evaluated on
an independent test dataset. Then the algorithm extends the subset of selected
features by greedily adding the next k top-ranked attributes. A new classifier is
built on this extended subset, and its accuracy is evaluated on the independent
test set. The initial number N to consider is not critical and we usually select
N=1 and we next build classifiers step-by-step by setting k = 1. The algorithm
generates a family of nested classifiers where, at each step i, the classifier Ci

a more general and large model, is obtained by adding some attributes to the
previous and reduced model Ci−1. In general, as a classifier becomes increasingly
more complex by increasing the number of attributes, its fit gets better.
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The basic assumptions are that we observe data x , we want to test two
competing classifiers Ci and Ci+1, relating these data to two different sets of pa-
rameters (namely qi and qi+k), and we would like to know which of the following
likelihood specifications is better: Ci : f(x|qi) or Ci+1 : f(x|qi+k)?

More attributes always leads to a better fit of the data as well as to a higher
value of the likelihood, whether or not the additional attributes are providing a
significantly better fit to the data : are additional attributes justified? A classical
approach to the comparison between two models is by testing the null hypothesis
of no significant difference in fit by means of the likelihood ratio (LR) test [16]
that is based on the fact that the asymptotic distribution of twice the logarithm
of a maximum LR statistic [16] follows the chi-square distribution. More im-
portant generalization can be found in [17] and [18]. In the context of LR test,
under the null that the parsimonious model generates the data, the larger model
introduces noise into its forecasts by estimating parameters whose population
values are zero.

It is important to note that the test is expected to be satisfactory if the
probability model is “a good one”, in some sense. Unfortunately, often, as in
analyzing micro-array data, it is impossible to derive the model from a well
established theory and there is not agreement about the model to be used. The
desire for suppressing the dependence of the final choice on the prior and for
easing computation has inspired various model selection criteria. These criteria
are based on a measure of goodness of fit penalized by model complexity. All are
associated with maximum likelihood modified by an additive penalty in order
to favour parsimonious models. The best known is the Bayesian Information
Criterion (BIC) in its commonly presented form [19] i.e. twice the maximized
LR plus an adjustement that penalizes the model with more parameters and
becomes important as the sample increases. A related criterion is the Akaike’s
information criterion (AIC) [20] where the penalty doubles the difference between
the number of parameters. [21] discusses the difference between the LR criterion,
BIC and AIC in the context of a nested model.

In this vein, we propose an evaluation criterion to judge, at each step, the
goodness of the current subset of features with respect a cost function h(Ci)
that is formally defined as follows:

h(C1) = Mis(C1)
h(Ci) = Mis(Ci) ∗ log(card(Fi)− card(Fi−1)), i = 2, 3, · · · , NF

where C1 is the classifier built with the first N top-ranked features at the first
step (i.e. i=1), NF is the number of features in the original test set, card (Fi)
is the cardinality of the subset of features that have been used for building the
classifier Ci at step i, Mis (Ci) is the % number of misclassification for the clas-
sifier Ci and the logarithmic term is a penalty that balances the “quality” of the
classification and the “quantitative factor” due to the computational burden.
Specifically, the ranked features are considered sequentially, with low-cost classi-
fications performed initially, followed, if necessary, by more costly and specialized
classifications by greedily adding a feature one (or many) feature at a time. Each
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step reconsiders the costs of the previous classification for determining whether
a further classification is required to gather more accuracy. According to some
stopping criterion, the algorithm makes a final classification decision.

4 Experimental Results

The presented approach has been employed in evaluating the Acute Lymphoblas-
tic Leukemia dataset [22] that contains 6 ALL sub-types (including T-ALL,
E2A-PBX1, TEL-AML1, BCR-ABL, MLL, Hyperdip > 50) and consists of 327
samples, each one is described by the expression level of 12558 genes . Specifi-
cally, the dataset includes 215 training samples and 112 testing samples. All the
experiments have been carried out using MDL [23] as filter method [24] and four
different classification models : Näıve Bayes (NB) [25], Adaptive Näıve Bayes
(ABN) [26], SVM [27], K-NN [28].

First, we carried out a BCE based classification. The filter [23] was applied for
ranking features and four classification models were induced from the training
set using subsets with 1, 2, and 3 · · · etc. features. For each gene subset, the per-
formance of each classifier was evaluated on the test set which was not been used
in any way in model development. Fig.1 shows results and a high error due to a
small number of selected features with a gradual reduction in misclassifications
as the number of genes approaches the optimal set of features. Table 1 shows
the cost h(Ci) of each classifier as the number of features increases. The level
of misclassifications still remains relatively high (5-10%) and the cost decreases
slowly, since the increasing dimension of feature sets is not balanced by the ac-
curacy gain. Such results confirm that small sets of predictive features as well as
good classification accuracy are very difficult to be achieved by a multi-target
classification, as highlighted in recent literature [29], [30].

Fig. 1. Misclassifications in the BCE classification scheme
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Table 1. The cost of NB, ABN, SVM,K-NN multi-target classifiers

N 20 40 60 100 200 400
Classifier

NB 0,34 0,24 0,21 0,26 0,21 0,23

ABN 1,54 0,26 0,17 0,17 0,16 0,18

SVM 1,65 0,52 0,67 0,54 0,41 0,18

K-NN 1,50 0,12 0,12 0,16 0,20 0,12

Indeed, the class heterogeneity forces to select a very large number of features
since the classifier is used for discriminating across all classes. Moreover, some
features are effective in distinguish whether an instance is of one particular class,
but they can lower the classifier accuracy in classifying instances belonging to
other classes. To mitigate this problem, we analyzed the ALL-Dataset using a
1-R classification schema. Specifically, a binary classifier between each class and
the 5 other classes was trained (in total, 6 classifiers for each classification model)
by separating the instances of each class from the rest of the 5 classes, whose
instances were considered negative example. For each class, the features were
first ranked by discriminating the features most strongly related to each class
against all classes. This resulted in 6 sets of ranked features ordered by their
rank within each class.

Table 2. Cardinality of the optimal set of features leading to the minimum cost clas-
sifier and number of misclassifications for each optimal set of features (in brackets), in
1-R scheme

Sub-type T-ALL E2A TEL BCR MLL Hyper Total
-PBX1 -AML1 -ABL dip> 50

Classifier

NB 2(0) 2 (0) 7 (0) 12 (3) 3 (0) 30 (1) 56 (4)

ABN 6 (0) 12 (0) 7 (0) 18 (0) 3 (0) 30 (1) 76 (1)

SVM 1 (0) 1 (0) 8 (0) 6 (2) 4 (0) 16 (2) 36 (4)

k-NN 1 (0) 1 (0) 12 (0) 5 (1) 5 (0) 18 (3) 42 (4)

For each set, six binary classifiers (one for each class) were built by starting
with the first top ranked feature and greedily adding features, one at a time,
from the respective sets. In case of ties, the final output was the class with the
largest number of training samples. At each step, the cost was evaluated and
compared with the cost of the previous classification for determining whether
a further classification step was required. Because the cost was observed rarely
to decrease significantly (> 0, 1) after the first 10 features have been added, we
decided to stop adding new features if the fluctuation of the cost was less then
0,1 over the last 3 steps.

For each ALL sub-type, Table 2 shows the cardinality of the optimal sets
of features best discriminating each sub-type and the corresponding number of
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Table 3. Cardinality of the optimal set of features leading to the minimum cost clas-
sifier and number of misclassifications for each optimal set of features (in brackets), in
HC scheme

Sub-type T E2A TEL BCR MLL Hyper- HC
-ALL -PBX1 -AML1 -ABL dip> 50

Classifier

NB 2(0) 2 (0) 7 (0) 14 (3) 11 (0) 20 (1) 56 (4)

ABN 6 (0) 2 (0) 7 (0) 20 (3) 12 (0) 20 (1) 67 (4)

SVM 1 (0) 1 (0) 6 (0) 12 (3) 5 (0) 14 (1) 39 (4)

k-NN 1 (0) 1 (0) 9 (0) 3 (1) 5 (0) 20 (0) 39 (1)

misclassification (in brackets). Since our feature selection strategy is based on
choosing the minimum number of most representative genes for each class and
one class might be expressed more strongly than others, the cardinality of the
optimal feature subsets can be different for different classifiers and different sub-
subtypes with respect to the same classifiers.

Finally, the ALL dataset was classified according to the HC scheme in which
a decision tree was grown in a recursive fashion by considering the classes with re-
spect to the following order: T-ALL, E2A-PBX1, TEL-AML1, BCR-ABL, MLL,
Hyperdip > 50. For each class, the features were ranked by discriminating the
features most strongly related to the class and the classifier was built by starting
with the first top ranked feature and greedily adding a feature, one at a time.
As in the previous experiment, we decided to stop adding new features if the
fluctuation of the cost was less then 0,1 over the last 3 steps. Table 3 shows
the cardinality of the “optimal sets” of features for NB, ABN, SVM and k-NN
classifiers as well as the number of misclassifications (in brackets) at each level
of the decision tree.

5 Discussion and Future Work

With respect to the classification of the ALL dataset using the BCE approach,
our results can be compared with [31] where the accuracy of 96% has been
achieved using SVM and a correlation-based feature selection. Moreover, our
results outperform [3] where, in different experimental tests, it is observed that,
when the number of selected features is > 150, the variation of performance is
small. Also, our results outperform [32], which proposes the use of a neural fuzzy
system dataset using gene expression data.

As regards the strategy of breaking the original multi-classification problem
into a set of binary problems (1-R, HC schema), our results can be compared
with [2] where six different filter methods are explored and a selection heuristic
is adopted that ranks attributes according to their entropy and selects features
“having an entropy value less than 0.1 if these exist, or the 20 features with the
lowest entropy values otherwise”, up to a maximum of 20 features. The resulting
NB, SVM and k-NN models respectively misclassify 7, 5 and 4 samples, while
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our “optimal” NB, SVM and k-NN classifiers (HC scheme) respectively result
in 4, 4 and 1 misclassifications. Moreover, in [2] the threshold used to cut off
top-ranked features is an arbitrary number (i.e. 20), whereas our greedy strategy
enables to find, for each set of ranked features, the “optimal” cut off point.

Our emphasis throughout this paper is on the practical application of a cost-
sensitive criterion in selecting the optimal set of and hence we make exten-
sive use of experiments on the considered data set to emphasize that this ap-
proach can lead to good results. There are many future directions. First, are
there better cost-sensitive criteria? Is it possible to define a cost-sensitive cri-
teria that takes into consideration overlapping between features? Finally, how
much a cost-sensitive approach is effective when ensemble methods are applied
to multi-classification problems?
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Abstract. Many real-world classification problems involve very sparse
and high-dimensional data. The successes of LIKNON - linear program-
ming support vector machine (LPSVM) for feature selection, motivates a
more thorough analysis of the method when applied to sparse, multivari-
ate data. Due to the sparseness, the selection of a classification model is
greatly influenced by the characteristics of that particular dataset. Ro-
bust feature/model selection methods are desirable. LIKNON is claimed
to have such robustness properties. Its feature selection operates by se-
lecting the groups of features with large differences between the resul-
tants of the two classes. The degree of desired difference is controlled by
the regularization parameter. We study the practical value of LIKNON-
based feature/model selection for microarray data. Our findings support
the claims about the robustness of the method.

Keywords: feature selection, gene expression microarray, linear pro-
gramming, support vector machine, LIKNON, regularization parameter,
sample to feature ratio.

1 Introduction

Classification problems, involving very sparse, high-dimensional data, suffer from
a generic difficulty due to data sparsity: the discovered classification models are
greatly influenced by the peculiarities of the particular dataset under consider-
ation. High-throughput technologies generate data with thousands of variables,
but, especially for biomedical/clinical data a rather small number of exemplars.
Efforts of analyzing such data are focused on the identification of sets of markers
that differentiate the labelled samples of the different classes. When the sample
size is small and the dimensionality high, the feature selection procedure, driven
by the optimization of some criterion that ensures increasing class separation,
will adapt to the peculiarities of the training set. The presence of selection bias
requires proper validation (including feature selection) [1],[4], [16]. But if the
monitoring set is too small, there is danger of adaptation to it [15]. The selected
feature subsets will likely be different, depending on the sample sizes for the
validation process and on the different selection methods. If a model selection
strategy is used that takes into account the properties of the data, then we ex-
pect a more truthful, reliable model. For example, different gene subsets may
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be expressed under different conditions, hence methods producing a variety of
identified feature subsets [5] might be useful. The problem of varying feature
subsets in microarray literature is dealt with [3] by creating feature profiles. The
main purpose of a feature profile is to assess how often a feature was selected.
The rationale behind this approach is that if a feature was selected frequently,
then it is more likely to be useful for class discrimination. An extensive analy-
sis of various treatments of feature selection can be found in [8]. We want a
procedure that is robust to bias induced by small sample sizes and: a) exhibits
stability of the output in terms of error rate, b) finds subsets of features that
properly reflect the true class differences.

Linear Programming (LP) Support Vector Machine (SVM) named LIKNON
in [2], uses L1 regularization, which is claimed [11] to be robust in small sample
size settings. The method was initially proposed in [6], and has been applied
to various classification problems [7], [14],[12] and [9]. LIKNON simultaneously
identifies a feature subset and a linear discriminant associated with the subset.
For a given sample size, the number of identified features is a priori constrained
by the number of available samples for training (LP problem formulation). Dif-
ferent feature subsets and discriminants are produced, using different values of a
regularization parameter, and the identification of a robust model with fewer fea-
tures is relying on the proper selection of this parameter. This parameter controls
the size of the bounding box (LP dual formulation). Learning by increasing the
size of the bounding box may be interpreted as detecting the possibility of ”early
stopping” in training. Discovered in a particular learning iteration, features form
a group out of the individual features having the largest differences between the
resultants of the two classes (the resultant vector is a component-wise sum of a
set of vectors see Equation (5)).

Here we analyze the feature selection property of LIKNON, as well its stability,
when applied to a number of publicly available gene microarray datasets in the
Kent Ridge Bio-medical data library [10]. Our contribution is an algorithm for
inferring a classification model based on LIKNON, capitalizing on the theoretical
analysis of LIKNON’s feature selection property.

2 Understanding Feature Selection by LIKNON

On artificial data, with noisy features heavily masking the informative ones,
we found that LIKNON is robust in detecting the ”ground truth” when the
number of samples is much less than the number of features (sample to feature
ratio SFR << 1). If sample size allows, we set aside a validation set, which is
not used until the final classification rules are identified. This is not applicable
to microarrays. A training set is used in the development of the rules. In the
development phase, we partition the training set into two: a balanced training
set of size T 1 + T 2 and the remaining subset of M1 +M2 as a monitoring set.
The number of splits depends on time and computational constraints.

In every split, a set of LIKNON discriminants (see Equation (1)) is identified,
using the training set. The discriminants are found by solving the LIKNON with
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Fig. 1. Evolution of LIKNON models for a single split of the Breast Cancer data

increasing values of the regularization parameter C, as described in the following
subsection. Models of increasing complexity (increasing number of features) are
obtained. Gradual adaptation to the training set occurs, evidenced by rapidly de-
creasing training error. This is why we need a monitoring set. It is used to detect a
point of possible ”early stopping” and for identifying the best model for this par-
ticular split. The evolution of the procedure for single split of the Breast Cancer
dataset is illustrated in Figure 1. A feature profile is created during the devel-
opment, by counting the frequency of inclusion of each feature into the best dis-
criminant. Created in this way, the profile highlights the common genes included
into the discriminants obtained through different subdivisions of the data and the
occurrence frequency of the common genes. In the feature profile, peaking occurs
for important genes/features. If many features are selected equally frequently, this
may indicate either high noise level, or many equally good features. We can assess
how good or how noisy by the error rate on the monitoring set; It approaches∼ 0.5
if the data ceases to contain a learnable structure.

2.1 Formal Analysis

The formulation of LIKNON is based on using an L1 instead of L2 norm of the
regularization term in the conventional SVM. This facilitates the use of linear
programming (LP). A straightforward analysis of the constraints of the dual
problem of LP and the optimality conditions suggests a way of choosing the
values of the regularization parameter and provides some geometrical interpre-
tation of its role in the feature selection. The necessary formalism was presented
in [2], [12], and is briefly repeated here.

The primal minimization problem. LIKNON implements a linear rule for
two-class classification:

yi = sign(xiw
T + w0) , (1)
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where xi = [x1i , . . . , x
d
i ] are d -dimensional samples, yi is the class label of sam-

ple i, and N = N1 +N2 is the total number of samples in the two classes. The
important features in LIKNON are given by the large weights wj of the vector w
in (1). A component of the weight vector wj and its absolute value are modelled
through the two non-negative variables: wj = uj − vj , |wj | = uj + vj . Define
gj

i = yix
j
i to merge vectors from both classes. The weights w of the separat-

ing hyperplane are found by solving an optimization problem, where C is the
regularization parameter:

min
(u1, , ud, v1, , vd, ξ1, , ξN ) Jmin =

∑d
j=1(uj + vj) + C

∑N
i=1 ξi, s.t.:

∑d
j=1 ujg

j
i −

∑d
j=1 vjg

j
i + u0 − v0 + ξi ≥ 1,

ξi ≥ 0, uj ≥ 0, vj ≥ 0, j = 1, . . . , d, i = 1, . . . , N . (2)

The dual maximization problem. The dual of LIKNON is obtained from
the primal in a straightforward manner:

max
(z1, . . . , zN) Jmax =

∑N
i=1 zi, s.t.:

±gj
1z1 ± . . .± g

j
NzN ≤ 1,

y1z1 + . . .+ yNzN = 0,
0 ≤ zi ≤ C, i = 1, . . . , N, j = 1, . . . , d . (3)

The optimal solution lies on a vertex of the feasible region given by the con-
straints in (3), and zi ≤ C.

Optimality conditions. The optimal solutions(∗) of primal and dual satisfy
the optimality conditions for every feature j and sample i:

u∗j
(∑N

i=1 g
j
i z
∗
i − 1

)
= 0, v∗j

(∑N
i=1 g

j
i z
∗
i + 1

)
= 0, ξ∗i (z∗i − C) = 0,

z∗i
(∑d

j=1 g
j
i (u

∗
j − v∗j ) + yi(u∗0 − v∗0) + ξ∗i − 1

)
= 0 . (4)

Binding constraints determine the nonzero components wj of w in (1), which
correspond to the selected features.

Feature selection. Consider the values of the jth feature in the two classes. De-
note it by vector xj = [xj

1, . . . , x
j
N ] and project it onto the vector of class labels,

then the projection represents the normalized difference between the resultants
of the feature measurements of the two classes:

pj =
∑N

i=1 x
j
i yi√

N
=

∑N1
i xj

i −
∑N2

i xj
i√

N
. (5)

A useful interpretation of the formulation of the dual is that all feature vectors
are projected into an interval. The interpretation of the interval is as follows. We
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recall that we have defined gj
i = yix

j
i and that the constraints of the dual (3)

were obtained straightforwardly from the primal corresponding to the individual
features xj just introduced. For some k and variables uk and vk, we explicitly
write the corresponding inequalities of the dual maximization problem: xk

1y1z1+
. . . + xk

NyNzN ≤ 1 and xk
1y1z1 + . . . + xk

NyNzN ≥ −1. By solving the dual
problem, we find vector z = [z1, . . . , zN ] providing a new direction of the class
label vector zy = [z1y1, . . . , zNyN ]. The length of an arbitrary vector of feature
k measurements of two classes projected on zy is:

xk
zy

=
∑N

i=1 ziyix
k
i

‖z‖ . (6)

The numerator of (6) is constrained by ±1 ( this follows from the constraints of
the dual). Given a dual solution z∗ and interpretation of (6), all feature vectors
are projected into the interval [ −1‖z∗‖

1
‖z∗‖ ] because the numerator of (6) has to

satisfy the constraints. The features selected ( non-zero solutions of all u∗k and
v∗k for some k = 1, ...,K) are on the the margins of the interval because the
optimality conditions (4) have to be satisfied. The constraints of the dual (3),
zi ≤ C, lead to ‖z‖ ≤ C

√
N or 1

‖z‖ ≥
1

C
√

N
. The size of the interval is bounded

from below by 1
C
√

N
. If we require that the half length of the interval be no less

than certain pj given by (5), then:

1
C
√
N

=
∑N

i=1 x
j
iyi√

N
⇒ C =

1∑N
i=1 x

j
iyi

. (7)

By setting C small, we constrain the interval to be large, such that only some
features that have large difference between the resultants are projected onto the
margin. We compute C values based on (7) from the training set, sort them
in ascending order, obtain a set of values in [Cmin : Cmax] and solve LIKNON
using these values. When the dimensionality is high (many features), in order to
minimize the computational burden, we condense similar C values by building
a histogram.

3 Main Results on Microarray Datasets

Public microarray datasets of the Kent-Ridge Bio-Medical data library were an-
alyzed using the presented methodology. The training data were partitioned into
training and monitoring sets. 31 splits were processed, discriminants identified
and feature profiles produced. The summary of the experiment is in the Table 1:
Dimension: dimensionality of the dataset, NTotal: total number of samples in
the two classes, Class names, NTrain: sample size of the training set, NMonit-
sample size of the monitoring set. Performance metrics were Sensitivity and
Specificity, derived from the confusion matrixes of the models on the monitoring
set, together with average confusion matrix (Avg.Confmat) for all splits. The
averaged values of Sensitivity and Specificity, and standard deviations can be
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Table 1. Experimental setup and LIKNON performance

Property Leukemia Colon Lung Prostate Breast CNS
cancer cancer cancer cancer Tumor

Dimension 7129 2000 12533 12600 24481 7129

NTotal 47+25 22+40 31+150 77+59 46+51 21+39

Class name ALL vs. Positive vs. MPM vs. tumor vs. relapse vs. class1 vs.
AML negative ADCA normal nonrelapse class2

NTrain 17+17 12+12 20+20 45+45 35+35 15+15
NMonit 30+8 10+28 11+130 32+14 11+16 6+24

Sens.% m±s 98.7±3.5 83.2±12.5 98.8±3.1 90.1±6.6 68.5±22.7 60.8±18.1
Spec.% m±s 83.5±12.4 81.9±10.5 94.4±3.5 90.6±14.3 69.7±17.6 53.4±11.3

Avg. Confmat 29.6 0.4 8.3 1.7 10.9 0.1 28.8 3.2 7.7 3.3 3.65 2.35
1.3 6.7 5.1 22.9 7.2 122.8 1.3 12.7 5.1 10.9 11.2 12.8

FNoInProfile 52 57 54 69 115 124

RangeFN 7-17 5-17 6-12 8-27 19-31 13-24

TopF1 (%) 1779 (80) 119 (61) 7200 (90) 12495 (94) 3591 (91) 1054 (97)
Name M19507−at NA 37157−at 216−at NM−004179 J02611−at

TopF2 (%) 6201 (77) 249 (58) 12308 (77) 8656 (68) 9480 (76) 4116 (68)
Name Z19554−S−at NA 769−S−at 36931−at NM−006217 X12447−at

Ens. Confmat 47 0
0 25

19 3
3 37

31 0
6 144

73 4
1 58

40 6
7 44

19 2
2 37

used as performance estimates of how the LIKNON discriminants will do on
unseen data and how well the identified features discriminate the classes. The
row FNoInProfile gives the total number of features included at least once in
the profile. It reflects the total number of common genes appearing in different
discriminants. The row RangeFN gives the range of the number of features in
the subsets. In the rows TopF1, TopF2 we indicate the two common attributes
most frequently found (frequency of occurrence in %) and the names when avail-
able/not available( NA) from the data repository [10]. The last row displays the
confusion matrix (Ens. Confmat.) of the classification of microarray data ob-
tained using the identified ensemble of linear discriminants. This resubstitution
estimate is indeed optimistic. Nevertheless, there is good agreement between
the results obtained herein with feature selection and the 10-fold crossvalidation
classification results without feature selection in the previous work [13]. We were
interested in the stability of the algorithm, defined by the identities of the discov-
ered features. Though the SFR is dramatically low, the procedure consistently
discovered the same features identified by the different data splits. The lowest
variance of performance estimates was observed for the lung cancer data. The
lowest frequency of inclusion of the attribute into the profile was for colon can-
cer, perhaps because of the small sample size available for training. In the CNS
Tumor, although the overall performance was not as good, a single attribute
occurred in almost all models. For the prostate cancer dataset, an improvement
of the classification accuracy is observed, compared to the previous study [13].
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When the sample size for monitoring is small, the accuracies have high variance,
yet the same features appear important according to LIKNON. All classifica-
tion problems with different feature subsets have different intrinsic classification
errors; their accurate estimation is not possible without a large test set. Since
the ”ground truth”, the identities of the optimal features are not known, our
presented results are exploratory, subject to verification by domain experts.

4 Conclusions

We performed an exploratory analysis of LIKNON-based feature/model selec-
tion, with the goal of assessing its feature selection and stability property. The
practical value of LIKNON is that it is able to discover robustly consistent dif-
ferences in high-dimensional sparse data. We believe it is a useful method for
creating a profile of the informative features of the data, microarrays in partic-
ular. This is because the important information we are seeking in microarrays
is the expression level of a group of genes. Thus, we attempt to find the group
of attributes characterized by large attribute differences between the classes.
LIKNON operates by finding the groups of the most distant features, with this
distance controlled by the regularization parameter. Given that microarrays have
very low SFRs and present challenges for forward or backward search, LIKNON,
considered as an embedded method for feature selection, is robust compared
to the sequential methods. In [13], the same datasets were analyzed with sim-
ple classification models. The classification accuracies obtained therein compare
very well with the results achieved by LIKNON on the monitoring sets. The
biological validity of the findings has to be assessed by domain experts.
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Abstract. Prediction of Alternative Splicing has been traditionally
based on expressed sequences’ study, helped by homology considerations
and the analysis of local discriminative features. More recently, Machine
Learning algorithms have been developed that try avoid the use of a pri-
ori information, with partial success. Here we approach the prediction
of Alternative Splicing as a time series analysis problem and we show
that it is possible to obtain results similar or better than the state of the
art without any explicit modeling of homology, positions in the splice
site, nor any use of other local features. As a consequence, our method
has a better generality and a broader and simpler applicability with re-
spect to previous ones. Results on pre-mRNA sequences in C.Elegans are
reported.

Availability: Matlab/Octave code is available atwww.scoda.unisannio.it

Keywords: Alternative Splicing, Autoregressive Model, Support Vector
Machine.

1 Introduction

Alternative Splicing is one of the key mechanisms of post transcriptional mod-
ification [20]. Through it, a single gene can give rise to a number of different
products rearranging its coding regions and splicing out its non coding regions
in many alternative configurations. The coding regions of a gene are called Exons
and the non coding regions are called Introns. Alternative Splicing (AS) happens
when Exons have many different possible configurations and hence one gene can
produce more than one single product (protein).

An extreme known case of AS is the gene Dscam of Drosophila, that it is
know to produce more than 38000 different proteins. It is estimated that half
of the human genes are alteratively spliced and this percentage does not vary
much among other animals [1].

Although AS is known since the eighties there are only a few hypotesis on
why it happens and traditional methods to predict it are based essentially on the
study of expressed sequences, strongly helped by homology considerations and
careful analysis of the splice site. Among the many possible forms of AS, the one
which we will analyze here is Exon Skipping, that is the case when different gene
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Fig. 1. Constitutive Alternative Splicing: two proteins are made from the same pre-
mRNA sequence, skipping one Exon

products are obtained skipping one of gene’s Exons. Skipped Exons are called
Alternative Exons while Exons that are not skipped are called Constitutives
Exons (Fig.1).

Several methods to predict AS based on the local sequence features have
been proposed in literature [3,5,14,16]. Although the authors recognize many
discriminative features, the most effective among them is certainly sequence
homology. In spite of this result, recent studies confirm from one side that
Constitutive Exons are more conserved than Alternative Exons [8] and from
another side that conserved Exons are subject to species-specific AS in a sig-
nificant amount [10]. The use of homology information as a discriminative fea-
ture has become hence more challenging, way beyond it’s scarce availability on
many sites. For this an other similar reasons traditional methods have been in-
tegrated and partially replaced by Machine Learning methods trying to infer AS
on the basis of information that is always available (i.e. the crude pre-mRNA
sequence).

In the work of Raetsch et al. [11] an SVM classifier based only on the pre-
mRNA sequence is used as predictor for AS events in a database of C.Elegans
sequences. The final classifier uses a complex kernel that’s a linear combina-
tion of three terms, to model positional information togheter with information
related to sequence lengths. With essentially the same task in mind, i.e. Ma-
chine Learning ab initio recognition of alternatively splicing Exons, our method
is more general, as it does not explicitly use positions in the splice site, nor
any feature derived form Exon or Intron lengths. We approach the problem as
a variable length sequence classification task and extract a fixed-length set of
features from the sequences to describe their dynamic nature. This approach
has been already successfully applied in the analysis of gene expression patterns
[6,13] and can be useful in several areas of trascriptomics. In this work, we will
limit ourselves to the study of C.Elegans.
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2 Method

The whole process can be resumed in three steps:

– i) coding of each exonic or intronic sequence;
– ii) feature extraction from coded sequences;
– iii) training a classifier on the features’ vector previously obtained.

Trivially, coding is done substituting each of the four DNA bases A,C,G and
T with one integer number from 1 to 4. Once data are coded (see Experiment),
the first problem to cope with is the different length of the various sequences.
We choose the parameters of an AR model as good descriptors of the dynamic
of the phenomenon and use them as features. In this approach, each observed
coded exonic or intronic sequence S is assumed to be the output of an order p
AR model driven by a white noise process e(n), that is the value in position n
is assumed to be equal to a weighted sum of the p previous values plus a white
noise term. The model is based on the following linear difference equations:

S(n) +
p∑
k

akS(n− k) = e(n) (1)

where ak is the kth AR parameter of an order p AR process. To estimate model
parameters we used the classical Yule-Walker method, actually minimizing the
forward prediction error in a Least-Squares sense.

At the end of process each intronic or exonic sequence S is replaced by the
fixed-length vector v = (a1, . . . , ap) of the normalized estimate of the AR system
coefficients ak.

In step (iii) we consider Support Vector Machine (SVM). It is a classical
technique for Pattern Recognition and Data Mining classification tasks [18] that
has shown excellent performances in various heterogeneous fields [15]. The main
advantage of SVM over i.e. Neural Networks, is that it has no local minima issues
and that it has less free parameters.

Given a set of points in *k and a two-classes labels vector, SVM aims to find
a linear surface that splits the data in two groups according to the indicated
labels, maximizing the margin, that is the distance from both sets of points. This
problem can be formulated as a constrained quadratic optimization problem:

min(
1
2
‖w‖2) (2)

subject to:
yi(wTxi + b) ≥ 1 (3)

where yi ∈ {−1, 1} are classes’ labels, w is the normal to the hyperplane and
2/‖w‖is the margin.

If the data are not linearly separable in *k, they can be projected nonlinearly
in a Hilbert space where the classification can be performed linearly, mantaining
the method almost unchanged. If we look at the optimization’s problem solution,
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we see that data appear only in the form of dot products xi·xj and that even data
transformed through a function Φ : *k �→ Γ (where Γ is a space of dimension
h ≥ k) appear in the form of dot products Φ(xi) · Φ(xj). As a consequence, it is
possible to substitute whatever dot product function K(xi, xj) = Φ(xi) ·Φ(xj ) in
formulae and to compute the solution without even knowing the form of function
Φ. Such a dot product function is called a kernel and there is an active field o
research in the choice of the most suitable kernel for a given problem [2].
In this work we used a Gaussian kernel:

K(xi, xj) = exp(−γ||xi − xj ||2)γ > 0 (4)

Its choice was derived mainly form the following general practical considerations
[7,19]:

– the Radial Basis Function (RBF) SVM has infinite capacity and hence
gaussian RBF SVM of sufficiently small width can classify an arbitrarily
large number of training points correctly;

– the RBF kernel includes as a special case the linear kernel;
– the RBF kernel behaves like the sigmoid kernel for certain parameters’ val-

ues;
– the RBF kernel has less hyperparameters than the polynomial kernel;
– the RBF kernel has less numerical difficulties than other kernels.

3 Experiment

The labeled dataset used to test our method is the same of [11]. It is a collec-
tion of 487 Exons for which EST show evidence of alternative splicing and 2531
Exons for which ther’s no evidence of alternative splicing, for a total of 3018
labeled examples. All data regard C.Elegans and were obtained from the Worm-
base, dbEST and UniGene [11]. As this dataset was biased towards non splicing
sequences, we generated a new dataset of alternative splicing Exons resampling
5 times the original one of 487 alternative splicing sequences and obtaining a
total dataset of 4966 samples.

To tune each parameter we used 5 fold cross validation. We reapetedly splitted
randomly the data in five blocks and used in turn four of them as the Trainig Set
and the fifth one as Testing [17]. Performances were evaluated in terms of the
average AUC (Area Under Curve) index of Receiver Operating Characteristic
(ROC) [4] Curves.

Using integer numbers from 1 to 4 to code the A,C,G and T DNA bases, there
are 24 possible choices. We tested all of them and found no significant differences
among them in terms of AUC value obtained (Fig.2).

To choose the model order, we also tested all values from 2 to 9. We couldn’t
use higher values due to the presence of very short sequences in data an even to
reach order 9 we have been forced to remove the 20 shortest sequences from the
data. It’s clearly visible a regular increase of performance with the model order
(Fig.3), and so we choose the maximum allowed.
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Fig. 2. Mean effect of the 24 possible codings on the AUC

Fig. 3. Mean effect of the model order on the AUC

The last parameter, having choosen the RBF kernel, was the width of the
Gaussian function σ. We tested 10 values, ranging from 0.2 to 3.8 in 0.4 steps
(Fig.4) and the final choiche was σ = 1.5.

The mean variance estimate of the model error on the training sets is 1.54.

4 Results

The data matrix obtained after coding and after the AR model parameters’
estimate is filled row by row by contiguous Exon triplets. Rows labeled as “AS”
have the central Exon alternatively spliced, while rows labeled as “not AS” have
the central Exon constitutively spliced. The matrix has 3p columns, as for each
Exon there are p AR model coefficients. After the random division in Testing
and Training sets (see Experiment) we train the SVM classifier with the labelled
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Fig. 4. Mean effect of the gaussian kernel’s width

Fig. 5. ROC curve

matrix and we calculate the ROC curve and AUC on the Testing sets produced
by cross validation.

The method reaches an average AUC of over 91% on Testing sets. The corre-
sponding ROC curve does not rise immediately but has a shift from the y axis
due to method’s failure to classify a few high scoring points from the SVM. Rank-
ing sequences on the base of the SVM predicted value, we noted that the top
misclassified sequences at each run tend to be conserved. This fact suggests the
opportunity that further biological verification is performed on these sequences,
because their labeling, naturally prone to errors, may be wrong.

5 Conclusions

We have shown that a predictor for Exon skipping based only on the numer-
ical properties of the pre-mRNA sequence in C.Elegans has similar or better
performances than methods that account for homology, position whithin the
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splice site or length of Exons. A few top ranked sequences from the SVM are
misclassified at each run and we believe these should be biologically verified, as
their labels are likely to be wrong. In spite of this, we reach an average AUC of
over 91% and although more data and more work are needed to validate further
this result, a deeper biological understanding of the splicing mechanism seems
necessary, in a close future, in order to model biological knowledge in a more
effective way. Future work is in studying other organisms and in trying to predict
more complex form of AS.
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Abstract. In this paper wavelet analysis and Genetic Algorithm (GA) are per-
formed to extract features and reduce dimensionality of mass spectrometry data. 
A set of wavelet features, which include detail coefficients and approximation 
coefficients, are extracted from mass spectrometry data. Detail coefficients are 
used to characterize the localized change of mass spectrometry data and ap-
proximation coefficients are used to compress mass spectrometry data, reducing 
the dimensionality. GA performs the further dimensionality reduction and op-
timizes the wavelet features. Experiments prove that this hybrid method of fea-
ture extraction is efficient way to characterize mass spectrometry data. 

1   Introduction 

Mass spectrometry is being used to generate protein profiles from human serum, and 
proteomic data obtained from mass spectrometry have attracted great interest for the 
detection of early-stage cancer. Surface enhanced laser desorption/ionization time-of-
flight mass spectrometry (SELDI-TOF-MS) in combination with advanced data min-
ing algorithms, is used to detect protein patterns associated with diseases [1,2,3,4,5]. 
As a kind of MS-based protein Chip technology, SELDI-TOF-MS has been success-
fully used to detect several disease-associated proteins in complex biological speci-
mens such as serum [6,7,8]. 

The researchers [9] employ principle component analysis (PCA) for dimensionality 
reduction and linear discriminant analysis (LDA) coupled with a nearest centroid 
classifier [10] for classification. In [11], the researchers compare two feature extrac-
tion algorithms together with several classification approaches on a MALDI TOF 
acquired data. The T-statistic was used to rank features in terms of their relevance. 
Support vector machines (SVM), random forests, linear/quadratic discriminant analy-
sis (LDA/QDA), knearest neighbors, and bagged/boosted decision trees were subse-
quently used to classify the data. More recently, in [12], both the GA approach and 
the nearest shrunken centroid approach have been found inferior to the boosting based 
feature selection approach. The researcher [13] examines the performance of the near-
est centroid classifier coupled with the following feature selection algorithms. Stu-
dent-t test, Kolmogorov-Smirnov test, and the P-test are univariate statistics used for 
filter-based feature ranking. Sequential forward selection and a modified version of 
sequential backward selection are also tested. Embedded approaches included 
shrunken nearest centroid and a novel version of boosting based feature selection. In 
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addition, several dimensionality reduction approaches are also tested. Yu et al. [14] 
develop a novel method for dimensionality reduction and test on a published ovarian 
high-resolution SELDI-TOF dataset. They use a four-step strategy for data preproc-
essing based on: (1) binning, (2) Kolmogorov–Smirnov test, (3) restriction of coeffi-
cient of variation and (4) wavelet analysis. They use approximation coefficients. They 
indicated that “For the high-resolution ovarian data, the vector of detail coefficients 
contains almost no information for the healthy, since SVMs identify all the data as 
cancers”. They concluded the detail coefficients do not work on high-resolution mass 
spectrometry using their four-step strategy method, instead of using approximation 
coefficients in their research. However it is wavelet detail coefficients that character-
ize the change of mass spectrometry data and approximation coefficients only com-
press the mass spectrometry. They also indicated that “Theoretically, a heavier com-
pression rate can be achieved, at the risk of losing some useful information, by choos-
ing a higher level of approximation coefficients”. They only used 1st level wavelet 
approximation coefficients in their wavelet analysis. But from another view, higher 
level wavelet decomposition makes the “trend” of mass spectrometry data more sig-
nificant and clear.  

In our study we perform wavelet analysis on high dimensional mass spectrometry 
data to extract approximation coefficients and detail coefficients at 3rd level decompo-
sition. GA performs the further dimensionality reduction and optimizes the wavelet 
features. Finally the selected GA features are used to distinguish the diagnostic 
classes based on linear discriminant analysis. 

2   Wavelet Analysis   

For one dimensional wavelet analysis, a signal can be represented as a sum of wave-
lets at different time shifts and scales (frequencies) using discrete wavelet analysis 
(DWT). The DWT is capable of extracting the features of transient signals by separat-
ing signal components in both time and frequency. According to DWT, a time-

varying function (signal) )()( 2 RLtf ∈  can be expressed in terms of )(tφ  and )(tψ  as 

follows: 
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where 0),(),( ctt ψφ , and jd represent the scaling function, wavelet function, scaling 

coefficients at scale 0, and wavelet detailed coefficient at scale j , respectively. The 

variable k is the translation coefficient for the localization of a signal for time. The 
scales denote the different (high to low) frequency bands. The variable symbol 0j  is 

scale number selected. The wavelet decomposition tree is shown in Figure 1. 
A set of wavelet approximation coefficients at different level decomposition acts as 

“fingerprint” of mass spectrometry data. The approximation coefficients compress 
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high dimensional mass spectrometry data and reduce dimensionality. The purpose of 
detail coefficients is to detect a transient feature in one of a mass spectrometry signal's 
derivatives based on multilevel wavelets decomposition. The presence of noise, which 
is after all a fairly common situation in mass spectrometry processing, makes identifi-
cation of transient change more complicated. If the first levels of the decomposition 
can be used to eliminate a large part of the noise, the rupture is sometimes visible at 
deeper levels in the decomposition.  We chose approximation coefficients 3a  and 

detail coefficients 3d  as wavelet features. Then GA is performed to optimize the 

wavelet features. 

 

Fig. 1. Wavelet decomposition tree of mass spectrometry data. Variable s  represents mass spe-

ctrometry data; ii da , represent approximation coefficients and detail coefficients respectively, 

where 3,2,1=i . 

3   Genetic Algorithm for Feature Selection 

The Genetic Algorithm (GA) is an evolutionary computing technique that can be used 
to solve problems efficiently for which there are many possible solutions [15]. In our 
research we perform GA on wavelet features to select the best discriminant features 
and reduce dimensionality of wavelet feature space. 

The algorithm creates initial population by ranking key features based on a two-
way T-test with pooled variance estimate. We select different features in our study 
respectively to evaluate the performance of classification. The algorithm then creates 
a sequence of new populations based on different number of GA features. At each 
step, the algorithm uses the individuals in the current generation to create the next 
population. To create the new population, the algorithm performs the following steps: 

a. Each member of the current population is scored by computing its fitness value. 
The algorithm usually selects individuals that have better fitness values as parents. A 
fitness function acts as selective pressure on all of the data points. This function de-
termines which data points get passed on to or removed from each subsequent genera-
tion. To apply a genetic algorithm on the mass spectrometry data, we use a linear 
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discriminant classifier (LDA) as fitness function to evaluate the performance how 
well the data gets classified [16]. 

b. The genetic algorithm creates three types of children for the next generation. 
Elite children, that are the individuals in the current generation with the best fitness 
values, automatically survive to the next generation. In this research two elite children 
are selected. Crossover children are created by combining the vectors of a pair of 
parents. The scattered crossover function is used in this study, which randomly selects 
a gene at the same coordinate from one of the two parents and assigns it to the child. 
The crossover fraction, which specifies the fraction of each population other than elite 
children, is set to 0.8. The mutation algorithm creates mutation children by randomly 
changing the genes of individual parents. In this study the algorithm adds a random 
vector from a Gaussian distribution to the parent.  

c. The algorithm stops when one of the stopping criteria is met. GA uses four dif-
ferent criteria to determine when to stop the solver. GA stops when the maximum 
number of generations is reached; the maximum number of generations is set to 70 in 
this research. Fitness limit is considered and the algorithm stops if the best fitness 
value is less than or equal to the value of fitness limit. GA also detects if there is no 
change in the best fitness value for some time given in seconds (stall time limit=20), 
or for some number of generations (stall generation limit=50).  

We set initial penalty parameter as 10, and penalty factor parameter as 100, which 
increases the penalty parameter when the problem is not solved to required accuracy 
and constraints are not satisfied.  

4   Results 

In this study we use correct rate, sensitivity, specificity, PPV, NPV and BACC to 

evaluate the performance. Sensitivity is defined as
FNTP

TP

+
; Specificity is defined 

as
FPTN

TN

+
; PPV (Positive Predictive Value) is defined as 

FPTP

TP

+
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+
, which is the average 

of sensitivity and specificity. 
For the raw ovarian high-resolution SELDI-TOF, dataset composed of 95 control 

samples and 121 cancer samples, the dimensionality of the original feature space is 
368750. They are provided by National Cancer Institute (http://home.ccr.cancer.gov/ 
ncifdaproteomics/ppatterns.asp). 
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• Resample and filter mass spectrometry data 
Resampling mass spectrometry data homogenizes the mass/charge (M/Z) vector in 
order to compare different spectra under the same reference and at the same resolu-
tion. In high resolution data sets, high resolution spectrometry contains redundant 
information. By resampling the signal can be decimated into a more manageable M/Z 
vector, preserving the information content of the spectra. Resampling mass spec-
trometry data select a new M/Z vector and also applies an antialias filter that prevents 
high frequency noise from folding into lower frequencies[17]. We resample the mass 
spectrometry data to 15000 M/Z points between 710 and 11900. Then we filter out 
mass spectrometry data with 20% variance over time. The spectra dimensionality 
reduces to 12000 after filtering.  

• Extract wavelet features and GA features 
We use Daubechies wavelet of order 7 (db7) for wavelet analysis of mass spectrome-
try data and the boundary values are symmetrically padded. Multilevel discrete wave-
let transform (DWT) is performed on mass spectrometry data. The dimensionality of 
wavelet features is shown in Table 1. We perform GA feature selection on wavelet 
features, including approximation coefficients and detail coefficients at 3rd level de-
composition. We select 15, 20, and 25 GA features to evaluate the performance. Fig-
ure 2 shows filtered mass spectra, approximation coefficients and detail coefficients at 
3rd level, and 15 selected GA features. 

Table 1. Feature number for high resolution ovarian dataset 

 Original resample filtered 1st level 2nd level 3rd level 
Feature number  368750 15000 12000 6006 3009 1511 

• The performance of GA features 
In this study we test GA features selected from 3rd level wavelet features. We run K 
fold cross validation experiments for each GA feature space, where K=2, 3. We run 
20 times for each K fold cross validation experiments. Table 2 shows the performance 
of GA features selected from wavelet features.  

The researcher [12] performed GA on original high resolution mass spectrometry 
data to select features. The “25th and 75th percentiles for test set accuracy”, which are 
computed using two fold cross validation experiments of “Best GA” model, are 88% 
and 93%. Yu et al. [14] use a four-step strategy and their experimental results are 
shown in Table 3. They achieved 95.34% BACC for 2 fold cross validation experi-
ment. For 2 fold cross validation experiment, we achieve 96.31% BACC based on 15 
GA features selected from wavelet features. We also obtained 97.20% BACC for 3 
fold cross validation based on 15 GA features, which is better than 95.88% BACC for 
3 fold cross validation experiments and 96.12% BACC for 10 fold cross validation 
experiments in [14]. Our GA-Wavelet method outperforms their method of four-step 
strategy and original GA method. Our results are also better than other methods, 
which are shown in Table 4.  
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Table 2. Performance of selected GA features 

FNGA K 
fold 

Correct 
rate 

Sensitivity Specificity PPV NPV BACC 

2 0.9625 0.9587 0.9675 0.9740 0.9484 0.9631 15 
 3 0.9716 0.9681 0.9759 0.9809 0.9601 0.9720 

2 0.9579 0.9557 0.9608 0.9688 0.9445 0.9582 20 
 3 0.9702 0.9752 0.9639 0.9718 0.9683 0.9696 

2 0.9583 0.9497 0.9694 0.9753 0.9380 0.9595 25 
 3 0.9610 0.9646 0.9564 0.9657 0.9550 0.9605 

This Table shows performance of high resolution ovarian dataset. PPV stands for 
Positive Predictive Value; NPV stands for Negative Predictive Value. BACC stands 
for Balanced Correct Rate. FNGA stands for selected Feature Number of GA. 

Table 3. Performance of a four-step strategy [14] 

K fold Control SD Cancer SD BACC 
2 0.9330 0.0174 0.9738 0.0125 0.9534 
3 0.9393 0.0188 0.9783 0.0115 0.9588 
10 0.9406 0.0226 0.9819 0.0113 0.9612 

This Table shows performance of high-resolution ovarian dataset. BACC stands 
for Balanced Correct Rate. “Cancer” in [14] represents “Sensitivity”; “Control” in 
[14] represents “Specificity”. SD strands for Standard Deviation.  

Table 4. Performance of different methods [14] of high resolution ovarian dataset 

2 fold cross validation 10 fold cross validation Method 
BACC Control Cancer BACC Control Cancer 

VP 0.9488 0.9393 0.9583 0.9587 0.9482 0.9691 
QDA 0.9315 0.9202 0.9429 0.9451 0.9255 0.9647 
LDA 0.9323 0.9179 0.9467 0.9388 0.9255 0.9522 
MDA 0.9273 0.9392 0.9154 0.9429 0.9591 0.9267 
NB 0.8997 0.8803 0.9190 0.9114 0.8979 0.9249 
Bagging 0.9004 0.8835 0.9174 0.9104 0.8977 0.9232 
1-NN 0.8732 0.8575 0.8889 0.8960 0.8902 0.9018 
2-NN 0.8450 0.7260 0.9641 0.8904 0.8063 0.9745 
ADtree 0.8558 0.8238 0.8878 0.8761 0.8498 0.9025 
J48tree 0.8163 0.7818 0.8507 0.8535 0.8245 0.8825 

This Table shows the performance of high-resolution ovarian dataset based on dif-
ferent models. BACC stands for Balanced Correct Rate.  “Cancer” in [14] represents 
“Sensitivity”; “Control” in [14] represents “Specificity”. VP stands for Voted  
Perceptron; QDA stands for Quadratic Discriminant Analysis; LDA stands for Linear 
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Discriminant Analysis; MDA stands for Mahalanobis Discriminant Analysis; k-NN 
stands for k-Nearest Neighbor; NB stands for Naïve Bayes; Bagging stands for Boot-
strap aggregating; ADtree stands for Alternating Decision Trees; J48tree is a version 
of C4.5 in Weka classifier package.  

 

Fig. 2. Features for high resolution ovarian mass spectrometry data. This Figure shows filtered 
mass spectrometry data, approximation coefficients and detail coefficients at 3rd level, and 
selected GA features.  

5   Conclusions 

In this paper we perform wavelet analysis on high dimensional mass spectrometry 
data. We use approximation coefficients and detail coefficients at 3rd level decomposi-
tion to characterize mass spectrometry data and reduce dimensionality of mass spec-
trometry data.  Approximation coefficients compress the mass spectrometry data and 
act as “fingerprint” of mass spectrometry data; detail coefficients characterize the 
localized change of mass spectrometry data using the compactness and finite energy 
characteristic of wavelet functions. Genetic algorithm is performed to select the best 
features from wavelet coefficients. Experiments prove that this hybrid method of 
feature extraction is efficient and robust. 
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Abstract. The emerging insights into kinase function and evolution com-
bined with a rapidly growing number of crystal structures of protein ki-
nases complexes have facilitated a comprehensive structural bioinformat-
ics analysis of sequence–structure relationships in determining the binding
function of protein tyrosine kinases. We have found that evolutionary sig-
nal derived solely from the tyrosine kinase sequence conservation cannot be
readily translated into the ligandbindingphenotype.However, fingerprint-
ing ligand–protein interactions using in silico profiling of inhibitor binding
against protein tyrosine kinases crystal structures can detect a function-
ally relevant kinase binding signal and reconcile the existing experimental
data. In silico proteomics analysis unravels mechanisms by which struc-
tural plasticity of the tyrosine kinases is linked with the conformational
preferences of cancer drugs Imatinib and Dasatinib in achieving effective
drug binding with a distinct spectrum of the tyrosine kinome. While Ima-
tinib binding is highly sensitive to the activation state of the enzyme, the
computed binding profile of Dasatinib is remarkably tolerant to the confor-
mational state of ABL. A comprehensive study of evolutionary, structural,
dynamic and energetic aspects of tyrosine kinases binding with clinically
important class of inhibitors provides important insights into mechanisms
of sequence–structure relationships in the kinome space and molecular ba-
sis of functional adaptability towards specific binding.

1 Introduction

Comprehensive analysis of the protein kinase complement of the human genome
(the ”kinome”) [1,2] has provided important insights into evolution and function
of human protein kinases, emerging as a major class of drug targets in recent
years. Understanding the molecular basis of protein kinases binding specificity
presents a highly challenging biological problem as the binding specificity is
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not readily interpreted from chemical proteomics studies, neither it is easily
discernable directly from sequence and structural information [3]. Evolutionary
relationships between protein kinases are often employed to infer inhibitor bind-
ing profiles directly from sequence analysis of the kinase domain. However, the
activity profiles of kinase inhibitors are not directly linked with the respective
position of the protein kinase on the evolutionary dendrogram and often exhibit
cross-activity to phylogenetically remote kinases. Imatinib mesylate (Gleevec)
is a prime example of inherent complexity in inferring binding specificities by
means of sequence homology of kinase domains, which assumes that phyloge-
netically similar kinases should display similar inhibitor binding profiles. By
primary sequence analysis, ABL and ARG kinases are more closely related to
SRC, FYN, FGR, BLK, LCK, and HCK tyrosine kinases than to PDGFR ty-
rosine kinase family [5]. However, Imatinib mesylate exhibits high selectivity
at inhibiting PDGFR, KIT, and ABL kinases, with comparable efficiencies and
is largely ineffective in suppressing the tyrosine kinase activity of SRC family.
Although the catalytic domains of active protein kinases are structurally very
similar, the crystal structures of inactive kinases reveal a remarkable plasticity
that allows the adoption of distinct inactive confirmations [6]. Mechanism of
action of Imatinib at inhibiting a small group of protein kinases has been clari-
fied based on crystallographic studies of Imatinib bound to ABL tyrosine kinase
[7], which demonstrated binding to the unique structural motif of the activation
loop present in the inactive conformation of the ABL kinase. The crystal struc-
tures of Dasatinib, which has demonstrated a broad range of tyrosine kinases
activities, has provided further evidence that ABL can adopt multiple confor-
mations, suggesting that the inhibitor activity against various tyrosine kinases
is largely driven by the recognition requirements dictated by multiple states of
the enzyme [8,9]. The growing repertoire of protein kinases crystal structures
have revealed a considerable diversity and significant conformational differences
between active and inactive kinase conformations. These studies have confirmed
that diverse structures of the activation loop are natural kinase conformations
and dynamic equilibrium between multiple conformational states plays a critical
role in molecular recognition of ABL with the kinase inhibitors and interacting
proteins [6,7,8,9]. We have recently proposed a computational approach for in
silico profiling of Imatinib with the tyrosine kinome by using evolutionary analy-
sis and fingerprinting of the inhibitor–kinase interactions with multiple protein
conformations [10]. In the present work, a comparative analysis of the kinase
binding profiles with the clinically important Imatinib and Dasatinib inhibitors
unravels functionally diverse specificity mechanisms which agree with the bio-
chemical and proteomics data.

2 Systems and Methods

2.1 Protein Tyrosine Kinases Classification

Phylogenetic trees of the human protein tyrosine kinase family for whole-domain
alignments and binding site sub-alignments were created with PHYLIP package
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of programs (version 3.6) [11]. This composite set of critically important contact
alignment positions were compiled from all presently available tyrosine crystal
structures based on residues with side chains within 4.5 Å of their respective
ligands (referred to as the binding site subalignment) and was then used for
phylogenetic clustering (Figure 1, panel A). We have also constructed the phylo-
genetic dendrogram based on the evolutionary conservation profile of the binding
site residues, defined from the crystal structures of Imatinib mesylate complex
with the ABL kinase. All currently available crystal structures of protein tyrosine
kinases in the Protein Data Bank (PDB) are used to categorize the structural
space into panels of active and inactive kinase conformations. The superposition
of crystal structures from the protein tyrosine kinase family into a common ref-
erence frame is based on similarity of Cα atoms for a common set of residues
defining the ATP binding site.

2.2 Monte Carlo Binding Simulations

The molecular recognition energetic model used in this study includes intramole-
cular energy terms, given by torsional and nonbonded contributions of the DREI-
DING force field [12], and the intermolecular energy contributions calculated
using the AMBER force field to describe protein–protein interactions combined
with an implicit solvation model. The dispersion–repulsion and electrostatic
terms have been modified and include a soft core component that was originally
developed in free energy simulations to remove the singularity in the poten-
tials and improve numerical stability of the simulations. A solvation term was
added to the interaction potential to account for the free energy of interactions
between the explicitly modelled atoms of the protein–protein system and the im-
plicitly modelled solvent. We have carried out equilibrium simulations with the
ensembles of protein kinase conformations using parallel simulated tempering dy-
namics [13] with 50 replicas of the ligand-protein system attributed respectively
to 50 different temperature levels that are uniformly distributed in the range
between 5300K and 300K. In simulations with ensembles of multiple protein
conformations, protein conformations are linearly assigned to each temperature
level, that implies a consecutive assignment of protein conformations starting
from the highest temperature level and allows each protein conformation from
the ensemble at least once be assigned to a certain temperature level. Starting
with the highest temperature, every pair of adjacent temperature configurations
is tested for swapping until the final lowest value of temperature is reached.
Monte Carlo moves are performed simultaneously and independently for each
replica at the corresponding temperature level. After each simulation cycle, that
is completed for all replicas, exchange of configurations for every pair of adjacent
replicas at neighboring temperatures is introduced.

3 Results and Discussion

Evolutionary relationships are often exploited by probing sequence conservation
profiles of the binding site residues, the functional subset of the protein residues
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Fig. 1. (A) Sequence alignment of the kinase binding site residues shown for tyrosine
kinase families. The binding site is defined by residues residing within root mean square
(RMSD) of 4.5 Å from Imatinib. (B) The phylogenetic dendrogram is derived from the
evolutionary conservation profile of the tyrosine kinase binding site residues determined
from the crystal structure of Imatinib mesylate with the ABL kinase. (C) The crystal
structure of Imatinib mesylate in the complex with the ABL inactive kinase structure
(left upper) and SYK active kinase structure (right upper). The predicted conformation
of Imatinib mesylate in the complex with the ABL kinase and the crystal structure con-
formation are virtually identical (lower panel). The predicted conformation of Imatinib
mesylate (displayed in light stick) in the complex with the LCK (left lower), and SYK
(right lower) kinases superimposed with the crystal structure of Imatinib bound to the
SYK active kinase conformation (displayed in dark stick). (D) The predicted bound
conformations of Dasatinib in the complexes with the inactive and active structures of
ABL, SRC, LCK and EGFR kinases. The predicted structural models of Dasatinib are
superimposed with the crystal structure of the inhibitor(displayed in stick and light
blue colors).



608 G.M. Verkhivker

Fig. 2. The size of the filled circles mapped onto phylogenetic dendrogram of protein
tyrosine kinases is proportional to the probability of respective protein kinase structure
that delivers the lowest interaction energy for Imatinib with active conformations (A)
and inactive conformations (B) and for Dasatinib with active conformations (C) and
inactive conformations (D)

which are not necessarily near in sequence, but rather close in structural space.
However, we have determined that evolutionary signal derived solely from the
tyrosine kinase sequence conservation can not be readily translated into the lig-
and binding phenotype. Functional classification of the binding specificity based
on the conservation of the binding site residues can be rather sensitive to the
binding site definition and may not have a significant relationship with the re-
spective function of these kinases to bind a particular inhibitor, unless binding
site residues are defined from the crystal structure with the respective ligand.
Indeed, when the binding site residues are determined from the crystal structure
of Imatinib mesylate with the ABL kinase, the phylogenetic dendrogram and the
evolutionary conservation profile of the ABL kinase binding site residues result
in a closer proximity of ABL, CKIT and PDGFR kinases, whereas ABL and SRC
kinases emerged as less similar (Figure 1). Hence, functional linkage between pro-
tein conformational diversity and sequence plasticity of the kinase binding site
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may be important to understand binding specificities of these cancer agents. We
investigate structural and energetic aspects of Imatinib and Dasatinib a binding
with the conformational states of the tyrosine kinases, using computational pro-
filing of the inhibitor–protein interactions with an ensemble of inactive and active
kinase crystal structures. The results of simulations are illustrated by comparing
the phylogenetic dendrogram of the tyrosine kinome marked with the sequence
location of the known active (Figure 2a,c) and inactive kinase crystal structures
(Figure 2b,d) against the phylogenetic footprint mapped with the densities of re-
spective tyrosine kinase conformations which yield the lowest energy complexes
with the Imatinib (Figure 2a,b) and Dasatinib (Figure 2c,d). The high selectiv-
ity of Imatinib mesylate binding with ABL and KIT is achieved via convergence
to a narrow spectrum of ABL and KIT inactive bound conformations featuring
the unique binding mode of Imatinib mesylate from the crystal structure of the
ABL kinase complex. Consequently, the high affinity binding of Imatinib with the
ABL kinase is assured by the conformationally–specific inhibitor recognition of
the ABL inactive form (Figure 1, panel C). We have also detected an alternative
binding mode of Imatinib which may be recruited by the protein conformations
of both SYK and LCK kinases in the active, phosphorylated form, but with
much lower binding affinity (Figure 1, panel C). The alternative binding mode
of Imatinib in complexes with the active tyrosine kinases structures is noticeably
different from the inhibitor conformation found in the ABL kinase complex, but
is structurally similar to a recently discovered crystal structure of Imatinib mesy-
late bound to the active conformation of SYK kinase. Computational proteomics
analysis of Imatinib binding with the protein tyrosine kinases agrees with the re-
sults of recent kinase proteomics profiling study, revealing the molecular basis of
inhibiting ABL, CKIT and PDGFR protein tyrosine inactive kinases structures
with high efficiency and a moderate affinity with the LCK and SYK kinases [14].
In contrast, Dasatinib has revealed a broad range of promiscuous activities and
a high affinity binding with the kinases from ABL and SRC families. The re-
sults of simulations with the ensemble of active kinase conformations reveal that
Dasatinib inhibitor can bind to a number of tyrosine kinases, including ABL,
SRC, HCK, LCK, EGFR, and FGFR active conformations (Figure 2). In agree-
ment with the reported proteomics analysis of Dasatinib binding against a large
panel of kinases, in silico profiling reproduces the spectrum of observed Dasatinib
binding activities against ABL, SRC, HCK, LCK, EGFR, and FGFR active con-
formations. The predicted bound conformations of Dasatinib in complexes with
both active and inactive conformational states of ABL, SRC, LCK and EGFR
tyrosine kinases conform to the crystallographic binding mode of the inhibitors
and accurately reproduce the key interactions formed in the active site. Interest-
ingly, a conformationally tolerant Dasatinib fluctuates only within 1.5 Å from
the crystal structure in order to favorably accommodate the multitude of kinase
conformational states (Figure 2, panel D). We find that unlike Imatinib binding,
which is highly sensitive to the activation state of the enzyme, binding promis-
cuity of Dasatinib may be largely determined by a remarkable adaptability of
the inhibitor to structurally diverse conformational states of ABL, CKIT, SRC,
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and EGFR kinases with high binding affinity. These results strongly suggest that
binding specificity mechanisms may be driven by conformational adaptability of
the inhibitor to structurally different conformational states of the enzyme. The
determined molecular basis of multi-targeted binding specificity for Dasatinib
allows to better understand how effective targeted cancer therapies, including
Dasatinib, exhibit their activity through inhibition of multiple tyrosine kinases.
We have found that functional diversity of the tyrosine kinase binding may mani-
fest itself in a variety of mechanisms governing specific recognition: from specific
recognition only with the unique inactive form of the target (highly selective
Imatinib binding with ABL) to recognition of multiple conformational states of
multiple targets from a kinase family (promiscuous Dasatinib binding with ABL,
CKIT, SRC, LCK).

4 Conclusions

We have shown that the molecular basis of binding specificity for tyrosine ki-
nases may be largely driven by conformational adaptability of the inhibitors
to an ensemble of structurally different conformational states of the enzyme,
rather being determined by their phylogenetic proximity in the kinome space.
The discovered sequence–structure relationships in the tyrosine kinome space
governing binding specificity are shown to extend beyond simple phylogenetic
relationships of the binding site residues and detect a functionally relevant kinase
binding signal, thereby providing basis for constructing functionally relevant ki-
nase binding trees. The presented computational approach may be also useful in
complementing proteomics profiling to characterize activity signatures of small
molecules against a large number of potential kinase targets.
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Abstract. Reverse engineering of gene regulatory networks is a key
issue for functional genomic. Indeed, unraveling complex interactions
among genes is a crucial step in order to understand their role in cel-
lular processes. High-throughput technologies such as DNA microarrays
or ChIP on chip have in principle opened the door to network inference
from data. However the size of available data is still limited compared
to their dimension. Machine learning methods have thus to be worked
out in order to respond to this challenge. In this work we focused our
attention on modeling gene regulatory networks with Bayesian networks.
Bayesian networks offer a probabilistic framework for the reconstruction
of biological interactions networks using data, but the structure learn-
ing problem is still a bottleneck. In this paper, we use evolutionary al-
gorithms to stochastically evolve a set of candidate Bayesian networks
structures and find the model that best explains the small number of
available observational data. We propose different kinds of recombina-
tion strategies and an appropriate technique of niching that ensure diver-
sity among candidate solutions. Tests are carried out on simulated data
drawn from a biorealistic network. The effect of deterministic crowding,
a niching method, is compared to mutation for different kinds of recombi-
nation strategies and is shown to improve significantly the performances.
Enhanced by deterministic crowding, our evolutionary approach outper-
forms K2, Greedy-search and MCMC, for training sets whose size is small
compared to the standard in machine learning.

Keywords: gene regulatory network, evolutionary algorithms, niching.

1 Introduction

Biological functions depend on the coordinated interactions of genes as well as
their products. Among the different complex regulatory mechanisms at work in
� Corresponding author.
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the cell, transcriptional regulation is one of the most important. The availability
of a wide range of experimental methods and tools such as DNA-microarray,
ChIP on chip or siRNA gives the modelers the opportunity to consider reverse
engineering of transcriptional networks from experimental data. In this study,
we focused on static Bayesian Network (BN) [1,2]. They offer a rich frame-
work for the representation of causal dependencies between genes and allow the
management of uncertainty which is necessary to account for the stochasticity
of biological systems. Both the structures and the parameters of the BN are
unknown and have to be learned. Most of the approaches proposed to learn
BN structure are based on the search, within a candidate set, for the BN that
best explains the experimental data according to a given scoring metric. It has
been shown that this problem of structure learning is NP-hard [3]. Stochas-
tic heuristics like MCMC [4,5] or evolutionary programming [6] are commonly
used. They are supposed to overcome some drawbacks of deterministic search
strategies, such as local optimality and dependence on the initial solution. Ge-
netic Algorithms (GA) appear as one of the most relevant framework to deal
with the exploration of such complex space in the context of regulation network
inference. In this work, we studied GA using several recombination and selec-
tion strategies. Eventually, we compared our best approach to classical learning
algorithms.

The paper is organized as follows : section 2 introduces Bayesian networks
as the framework for modeling gene regulatory networks and develops how GA
can be used to learn BN structures. Section 3 is devoted to numerical results
obtained on a biorealistic network and to their analysis. In section 4, conclusions
and perspectives are provided.

2 Model and Algorithm

2.1 Modeling Gene Regulatory Networks with Bayesian Networks

Gene regulatory networks may be represented by Bayesian Networks (BN). BN
are defined by a tuple (G,PBN ). G is a Directed Acyclic Graph (DAG) where
nodes are random variables X = {X1, . . . , Xn} and the edges encode the con-
ditional (in)dependencies between these variables. The graph topology defines a
set of parents for each node Xi : Pa(Xi). BN are used to model the true joint
probability distribution on X by PBN (X). We consider discrete random vari-
ables to represent the gene expression levels and non parametric modeling. We
use Conditional Probability Tables (CPT) referred thereafter as θ = {θl

ik}. They
enable to express any complex regulatory interactions without requiring to fix
the nature of the interactions.

PBN (X) =
n∏

i=1

PBN (Xi | Pa(Xi)) with PBN (Xi = k | Pa(Xi) = l) = θl
ik
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2.2 Structure Evaluation Using a Scoring Metric

Given a sample of size s, D=(x1, . . . , xs) of n random variablesX={X1, . . . , Xn},
the learning algorithm must search in the set G the best DAG structure Ĝ,
associated with corresponding CPTs, that minimizes the Bayesian Information
Criterion (BIC) [7]. For the class of models we chose, the criterion can be written
as follows

BIC(G) =
∑

i

∑
k

∑
l

−2.N l
ik. log(θ̂l

ik) +Ki
G log(s)

with Ki
G the number of parameters in the CPT of Xi. θ̂l

ik is the maximum
likelihood estimate (MLE) of θl

ik. It can be approximated by N l
ik/N

l
i where

N l
i =

∑
k N

l
ik the number of times the Xi’s parental configuration equals l .

Since it relies on frequency computation, determining these MLE from data is
straightforward. Note that the BIC can be read as the sum of local scores: one
local score only depends on the parental set of the node for which it is computed.

2.3 Evolving DAG Structures

In GAs, candidate models are coded with (usually binary) vectors called chro-
mosomes. Here, their constituents are termed GA-genes. Practically, GA-genes
can take on multiple values (called alleles) from any finite alphabet.

Evolving BN structures is a hard task and two global strategies can be con-
sidered regarding this question : direct and indirect search. Indirect search gen-
erally performs the search in the space of n variables permutations [8,9]. Each
permutation is interpreted as a precedence order over the variables such that a
node in the network can only accept as parents the nodes which precede it in
this ordering. Each variables ordering is usually fed to the K2 algorithm [10], a
deterministic DAG builder which intend to recover the best corresponding BN
structure. However, even if the space which is searched for variable ordering
optimization is smaller and smoother than the space of BN structures [4], its
exploration remains a hard task. In addition K2 algorithm which is based on
a greedy hill-climbing method, won’t necessary find the best BN structure for
a given ordering. Therefore we preferred the second alternative and evolved di-
rectly BN structures as performed in [11,12,13,14]. Since the search is conducted
directly over the space of DAG, we face the classical problem of producing in-
feasible solutions (digraph with cycle). This could be avoided by assuming a
precedence order over the variables as K2 does, but such information is usually
not available. In our study, the acyclicity constraint is considered a posteriori,
using a repair function to remove cycles from new candidate structures. For
computational conveniences we set an upper bound on the number of potential
parents per node to 10, which limits the frequency of cycle appearance. Indeed,
as mentioned in subsection 2.1, each family (Xi, Pa(Xi)) is associated with a
CPT. For a family with m parents, assuming all nodes have the same arity noted
d, (d − 1).dm parameters θ̂l

ik have to be estimated, stored in the CPT and ma-
nipulated for subsequent computation of the objective function. Dealing with
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such tables becomes infeasible as the number of parents grows. Consequently,
the size of the family has to be limited.
We applied paire-wise uniform recombination to the chromosomes of candidate
models to perform the search in the space of BN structures. Recombination ef-
ficiency depends on its ability to manipulate meaningful information units. We
considered two different coding of BN structures making use of different types
of GA-genes.

Parental Recombination. The first DAG representation we considered is the
parental-chromosome previously used in [13]. A parental-chromosome is com-
posed of a sequence of n GA-genes, corresponding to a parental list Paj (with
j ∈ {1, . . . , n}). The scoring metric we used to evaluate BN structures can be
expressed as the summation of local scores assessing the constituting parental
lists. Thus, the search for a high fitted BN structure can be achieved by find-
ing proper associations of high scoring parental lists. From a biological point of
view, one may assume that Paj represents the set of regulators acting on the
transcriptional activity of gene Xj which justifies exchanging it as a whole.

Link chromosomes. We also considered link-chromosomes, which enabled to
exchange elementary interactions between node pairs. Link-chromosome is a
ternary vector; each GA-genes φij can take three values : 0 if there is no edge
between Xi and Xj , 1 if Xi → Xj , −1 if Xj → Xi.

2.4 Maintaining the Diversity in the Population of Solutions

A fundamental characteristic of GAs is their ability to search the DAG space
from multiple points in parallel. However, as the algorithm goes along, popula-
tion homogenization prevents the crossover operator to explore new portions of
the solution space. A common approach to fight fast homogenization is the mu-
tation operator which introduces diversity by means of random edge additions
and deletions. Alternatively the niching approach intends to maintain diversity
by limiting the scope of selection process to subsets of similar individuals. In
this study, we used Deterministic Crowding (DC) [15] to delay premature con-
vergence. DC is a simple method which introduces no additional parameters:
each offspring replaces the most similar parent only if it improves the score.
Mutation and DC occur at two different steps of the classical progress of GA.
We will compare results obtained with and without mutation on the one hand
and with or without DC on the other hand. When no DC is applied, offspring
replace the two worst individuals of the population if they have higher scores
(elitist replacement strategy).

3 Results and Discussion

Currently there does not exist experimental dataset corresponding to completely
known transcriptional regulation network. We chose the synthetic model pro-
posed in [5], which is a biorealistic BN based on established knowledge on the
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insulin regulatory network (glucose homeostasis) with a moderate size (35 dis-
crete random variables) and a limited complexity (parsimonious topology). This
insulin BN provided us with our reference DAG for performance study. We gener-
ated samples with various numbers of measures for the 35 genes. The number of
measures ranged from 50 to 400 corresponding to realistic biological conditions.
To evaluate the performances of a structure inference algorithm, we used classical
similarity measures between inferred and reference DAGs. These measures are
based on the respective PDAG corresponding to the DAGs being compared (to
account for the fact we obtain a similar score for any DAG belonging to the same
equivalence Markov class [16]). As described in [5], PDAGs are evaluated accord-
ing to the sensitivity ( tp

tp+fn ) and the positive predictive value (ppv)( tp
tp+fp ). A

true positive (tp) is an edge which appears in both the learned and the reference
graph. In addition, if this edge is directed in the learned graph, it must share the
same orientation in the reference graph. A true negative (tn) occurs when there
is no edge between two specific nodes in both the learned and reference graphs.
When the previous conditions are not fulfilled, the presence and the absence of
an edge in the learned graph are respectively considered as a false positive (fp)
and a false negative (fn).

In Tables 1 and 2, we reported the performances of the GA optimization
depending on the recombination strategies and diversity maintaining methods. In
Fig.1, we compared our most promising GA implementation to some state of the
art learning algorithms: Greedy search, K2 and MCMC. For both recombination
methods, exchange rate was set to 0.4. We also used a small mutation rate (about
2 out of 1000 potential interactions) and a moderate population size of 200.

3.1 Evaluation of the Evolutionary Approach Enhanced by
Deterministic Crowding

Whatever the mutation and selection approaches were, it appeared from Tables 1
and 2 that link-recombination outperformed the parental-recombination. Indeed,
since it performs recombination at a finer level (elementary interactions) link-
recombination can produce very different candidate models. This allowed the GA
to escape from local minima and reach better areas of the search space before
being trapped by premature convergence.

Table 1. Mean ± standard deviation of the sensitivity (×100) : a comparison of various
evolutionary strategies

Recombination NoDC/NoMut NoDC/Mut DC/NoMut DC/Mut

Parental Recomb. 23 ± 7 56 ± 7 48 ± 3 66 ± 4

Link Recomb. 43 ± 4 61 ± 6 63 ± 3 68 ± 4
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Table 2. Mean ± standard deviation of the PPV (×100) : a comparison of various
evolutionary strategies

Recombination NoDC/NoMut NoDC/Mut DC/NoMut DC/Mut

Parental Recomb. 26 ± 8 38 ± 4 68 ± 10 69 ± 6

Link Recomb. 61 ± 12 58 ± 8 84 ± 5 74 ± 8

The introduction of niching greatly improved the performances even if mu-
tation was used. Surprisingly, the differences we previously observed regarding
the performances of the recombination strategies were smaller when we used
the DC. They both performed relatively well, especially considering the positive
predictive value (ppv).

Finally, DC appears to improve significantly the learning process. This advan-
tage is obviously of greater benefit for conservative recombination methods like
parental recombination, which failed to explore efficiently the solution space.

3.2 Comparison with Other Approaches

According to the previous results, we selected the GA implementing the link-
recombination and the DC selection strategy. We compared it with the widely used
optimization methods in the field of BN structure optimization: Greedy search,
K2 [10] and MCMC [4] algorithms. All these algorithms were set up to maximize
the BIC scoring metric. The K2 algorithm is a deterministic DAG builder which
is provided with prior information: topological order of the nodes of the DAG.
Contrarily, Greedy search and MCMC operate in the same conditions as our GA.
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Fig. 1. PPV(left) and sensitivity(right) learning curves of various learning algorithms.
The color coding is green for Greedy Search, blue for MCMC, black for K2, and red
for the genetic algorithm. For each sample size, tests are performed on 10 different and
independent datasets. The same datasets are used for every algorithms. Each point
along the curves corresponding to a given sample size, presents the mean value and the
standard deviation of the quality measurement across the 10 runs of the algorithms.
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Instead of focusing on the single solution maximizing the scoring metric, MCMC
yields a set of graphs obtained by sampling from the log posterior logP (G|D),
following the Metropolis-Hastings algorithm. After a burning of 40000 iterations,
MCMC gave a set of 4000 DAG. In order to deal with the the 4000 sampled DAGs,
we built a single consensus graph as described in [5].

The plots of the sensitivity and ppv against the sample size are given in
Fig.1. As expected, for both ppv and sensitivity, the greedy search yielded the
worst results. Indeed, it is a deterministic heuristic which converged towards
local optima around the initial solutions we randomly generated. The MCMC
algorithm, which relies on a stochastic and effective search strategy, gave better
results. However, if we consider variability we noted that, greedy search and
MCMC algorithm were relatively close.

4 Conclusions and Perspectives

We presented an evolutionary approach that is able to learn gene regulatory
networks from a reasonable amount of observational data compared to the size
of datasets used in machine learning. To perform this study we used synthetic
gene expression data sampled from a biorealistic model of glucose homeostasis.
We first compared various evolutionary strategies in order to find the one which
achieved the best structure learning. We showed that recombining edges was the
best reproduction strategy on the problem at hand. We emphasized the impor-
tance of the mutation operator and the necessity to promote diversity. We showed
that DC improved significantly the evolutionary process thanks to its ability to
postpone convergence and therefore to preserve diversity. Second, we compared
our evolutionary approach with various learning algorithms. In our study, GA
outperformed both greedy search and MCMC algorithms. Thanks to the node
ordering at its disposal K2 yielded less false positive than GA since it considers a
restricted set of potential parents for each node. However, in practice, knowledge
about node ordering is never available. Other kinds of prior informations such as
potential targets of transcription factors and protein-protein interactions, may
be available when dealing with real networks. We showed that without prior
knowledge evolutionary algorithms provide promising results. A perspective is
now to extend our approach in order to exploit pieces of informations related
to the biological system under study. In this case, the dataset size required for
learning should be reduced. Further work will thus concern the application of
this extended approach to real datasets of gene expression measurements.
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Abstract. The immune system is a large and complex system still in-
completely understood. The synergy of biological knowledge included in
data bases, mathematical and computational models and bioinformat-
ics tools can help in gain a deeper understanding. In this paper, we try
to understand how one can characterize a mouse in order to find the
better vaccination protocol against mammary carcinoma for that indi-
vidual. This study will be expanded in the framework of ImmunoGrid
EC project.

1 Introduction

The investigation of tumor immunity has led to many clinical attempts at curing
human tumors (immunotherapy). Once a therapeutic agent has demonstrated its
efficacy, it can be approved for routine use by regulatory agencies. An evaluation
of the preclinical results of vaccines in mouse models shows a clear dichotomy
between therapeutic and prophylactic uses of vaccine. In most instances vacci-
nation before the challenge (prophylactic vaccination) prevents tumor growth,
whereas vaccination after the challenge (therapeutic vaccination) is much less
effective.

Cancer immunoprevention is based on the use of immunological approaches
to prevent tumor, rather than to cure cancer. This is mostly important in en-
dogenous originated tumors in which cancer cells are continously formed from
corrupted normal cells. Cancer immunoprevention vaccines are based (like all
vaccines) on drugs which gives to the immune system the necessary information
to recognize tumor cells as harmful. For this reason, cancer vaccines need to
be administered to the host for his entire life. The vaccine cannot eliminate all
tumor cells but stabilizes them to a non dangerous level.

A vaccine must be effective for the entire population and very rarely it is op-
timized for a single individual. Affords in cancer immunoprevention vaccines for
entire pupulation started few years ago [1]. With regard to translation of cancer
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immunopreventive approaches to human situations, it is desirable to minimize
the number of vaccinations, creating a personalized schedule. In the present
paper we report results from a first approach to the search of an optimal per-
sonalized schedule for a cancer immunoprevention vaccine.

Due to immune system complexity a distributed approach to database man-
agement, analysis and data mining is desiderable: GRID provides the perfect
answer to these needs. The ImmunoGrid EC-project concerns with the imple-
mentation of virtual human immune system using grid technologies. It is the
first attempt toward the simulation of the immune processes at natural scale
and provides tools for applications in clinical immunology and the design of vac-
cines and immunotherapies. The ImmunoGrid applications will provide tools for
clinicians and vaccine or immunotherapy developers for identification of optimal
immunization protocols. ImmunoGrid which officially started on February, 1st
2006 and the Consortium is composed by European members - from Denmark,
France, Italy, UK - and Australia.

The plan of the paper is the following. In Section 2 we briefly introduce the
biological problem and we give a sketch of the present state of the Catania Mouse
Model (CMM), a model & simulator (SimTriplex) of a cancer immunoprevention
vaccine; in Section 3 we show how SimTriplex is applied to try to understand
how one can characterize a mouse in order to find the better vaccination protocol
for that individual. Finally Section 4 is devoted to conclusions and future works.

2 Modeling Immune System - Cancer - Vaccine
Competition

Triplex vaccine [2,6] was designed to improve the efficacy of existing immuno-
preventive treatments. A complete prevention of mammary carcinogenesis with
the Triplex vaccine was obtained when vaccination cycles started at 6 weeks of
age and continued for the entire duration of the experiment, about one year
(Chronic vaccination).

The major issue still unresolved with the Triplex vaccine is whether or not
the Chronic schedule is the minimal set of vaccination yielding complete, long-
term protection from mammary carcinoma. Shorter vaccination protocols failed
to prevent cancer, but between shorter protocols and the Chronic one there
still is an infinite set of schedules that might yield complete protection with
significantly less vaccinations than the Chronic. From an experimental point
of view this would require a large sets of experiments each lasting one year, a
feat that discouraged the biological part of our team from the pursuit of an
experimental solution in vivo.

Our target consists in two main points. The first is to develop a vaccine’s
computational model that is specifically addressed to mammary cancer whose
vaccine has been studied and tested in vivo by the cancer immunoligists group
at the University of Bologna. The second is to use the developed model to search
for a schedule that is better than Chronic one.
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To describe the cancer - immune system competition one needs to include all
the entities (cells, molecules, adjuvants, etc.) which biologists recognize as rele-
vant in the competition. The choice of entities was driven by the experimental
data on Triplex vaccine. These entities, which are either cells or molecules, have
mechanical and biological states: position, lifetime, internal states and specificity.
Position and lifetime are common to all of them; internal states apply only to
cellular entities, while specificity can be found both in cellular and molecular
entities. The model, which has been fully described in [7,5] is implemented using
a Lattice Gas Automata and includes entities (cells and molecules) of the adap-
tive and natural immune system, the cancer and the vaccine. The model and its
computer implementation have been biologically validated against in vivo exper-
iments and data. All various classes of immune functional activity, phagocytosis,
immune activation, opsonization, infection, cytotoxicity and specific/aspecific
recognition are described using probability functions and translated into com-
putational rules. After appropriate tuning of the model, the in silico simulations
were able to reproduce the in vivo experiments using two independent sets of
100 virtual different mice [7].

An interaction between two entities is a complex stochastic event which may
end with a state change of one or both entities. Interactions can be specific or
aspecific. Specific interactions need a recognition phase between the two entities
(e.g. B↔ TAA); recognition is based on Hamming distance and affinity function
and is eventually enhanced by adjuvants. We refers to positive interaction when
this first phase occurs successfully. Aspecific interaction do not have a recogni-
tion phase (e.g. DC ↔ TAA). When two entities, which may interact, lie in the
same lattice site then they interact with a probabilistic law. Both specific and
aspecific interactions are stochastically determined using a probability function,
which depends from different parameters, computed via random number gener-
ators. Changing the seed of the random number generator one gets a different
sequence of probabilistic events. This simulate the biological differences between
individuals who share the same events probabilities.

3 Search for an Optimal Schedule

When a newly designed vaccine is ready to be administered for the first time
in vivo, either to mice or to humans, the schedule is designed empirically, us-
ing a combination of immunological knowledge, vaccinological experience from
previous endeavors, and practical constraints. In subsequent trials the schedule
of vaccinations is then refined on the basis of the protection elicited in the first
batch of subjects and of their immunological responses (e.g. kinetics of antibody
titers, cell mediated response, etc.) The problem of defining optimal schedules
is particularly acute in cancer immunopreventive approaches, like the Triplex
vaccine, which requires a sequence of vaccine administration to keep a high level
of protective immunity against a continuing generation of cancer cells for very
long periods, ideally for the entire lifetime of the host.
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Fig. 1. Specific B (against tumor associated antigen), specific cytotoxic T lymphocytes
(against peptide/major histocompatibility class I complex) and specific helper T lym-
phocytes (against peptide/major histocompatibility class II complex)for TF and NTF
mouse

In searching for an optimal schedule, we have tried different strategies. In-
terested reader can found extensively review on [5,8,2,3]. In what follows, we
try to understand how one can characterize a mouse in order to find the better
vaccination protocol for that individual.

All the virtual mice in the model are uniquely identified by their random seeds
that set the initial repertoire and the interactions with environmental variables.
We ran the genetic search for optimal protocol on a single mouse, obtaining a
22 injections schedule. After that, we tried such a protocol on a set of 100 mice,
obtaining a survival percentage of 27%. If we divide the initial set of virtual mice
in two subset, tumor free (TF) mice and not tumor free (NTF) mice, a major
question arises: are we able to identify a priori a mouse that will be tumor free
with a specific vaccination schedule?

To find an answer to this question we firstly tried to understand if the en-
vironmental variables are meaningful in this game. We then proceeded to force
all mice of the sample to have the same interactions with the environmental
variables. This was simply obtained by setting environmental seed equal for all
mice. As a result, we obtained a TF mice of 30%. This result led to the con-
clusion that the environment should be not critical. Then the difference should
lie in the immunological repertoire. To highlight these differences we considered
two different mice, one belonging to the TF mice and the other belonging to the
NTF mice. Then we plotted (Figure 1) specific B and T lymphocytes for the two
mice as functions of time (respectively B(t) and T (t), t ∈ [0, 400].
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Fig. 2. Cumulative behavior for specific B (against tumor associated antigen), specific
cytotoxic T lymphocytes (against peptide/major histocompatibility class I complex)
and specific helper T lymphocytes (against peptide/major histocompatibility class II
complex) for TF and NTF mouse

From this Figure, one can appreciate differences between the two mice. Specific
B and helper T lymphocytes show clearly peaks in TF mouse while are almost flat
in NTF mouse. For specific cytotoxic T lymphocytes the difference is less evident.
For this reason we considered the cumulative number of B and T lymphocytes
as function of time, i.e.

∫ t

0
B(τ)dτ and

∫ t

0
T (τ)dτ respectively. The functions

are plotted in Figure 2. Figure shows that TF mouse produces a larger specific
repertoire than NTF mouse and here we can better appreciate differences for
the cytotoxic T lymphocytes. Results suggest that this should due to a small
difference in the initial repertoire.

To find an answer to this question, we considered the cumulative number of
naive B and T lymphocytes as function of time, i.e. lymphocytes produced by
bone marrow and thymus that are not correlated with vaccination’s stimuli. For
T lymphocytes differences are not relevant. Figure 3 shows preliminary results
for B lymphocytes.

From the figure one can envisage that TF mouse produces a higher amount
of specific naive B cells than the NTF one. This probably helps the mouse in
developing a more aggressive response against tumor ensuring survival with less
vaccine injections. However our simulator, in its present state, has a repertoire
which is too small compared with the natural one. Our next step will be to
increase the size of the repertoire to investigate differences between TF and
NTF mice.
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Fig. 3. Cumulative behavior for naive specific B (against tumor associated antigen)
for NTF mouse

4 Conclusions and Perspectives

We presented a first trial to investigate biological differences which characterizes
a set of mice respect to their response to a vaccination schedule. We found that in
our case the environment is not critical. We showed that the relevant difference
should lie in the specific repertoire. We plan to extend the model in order to
catch differences in initial repertoire. Results in this way will be published in
due course.
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Abstract. The need to determine phases is a major bottleneck in a fully
automated X-ray crystallography pipeline. The problem commonly called
phasing can be solved by a computational method called molecular re-
placement (MR). With the deposition of more and more proteins into the
Protein Data Bank (PDB), it has been shown that the MR yields better
initial models. In this paper, ab initio first model generation is addressed.
A novel scheme using PHASER is proposed which does not require any
a priori information about the structure. The input to the system is the
target structure factors and the sequence. We created a unique set of
supersecondary structure (fragment) dataset and used them in creation
of the first model. The method was evaluated with log-likelihood gain
(LLG) and translational Z-score (TFZ) as defined by PHASER. The re-
sults obtained are highly encouraging with translation Z-scores of 7 and
above for the first model. The proposed scheme is tested on six proteins,
two each from α, β and α + β classes with very good results.

1 Introduction

The knowledge about the three dimensional protein structure is important in
understanding its function and interaction with other molecules. This will lead to
the designing of new and better drugs. X-ray crystallography is the most popular
technique for visualizing 3D structure of proteins. More than 80% of the known
protein structures deposited in the Protein Data Bank or PDB [1] are solved
using protein crystallography. The determination of protein structure via X-ray
crystallography is accomplished in three stages [2]: (i) Preparation of crystals
from purified protein (ii) Collection of diffraction pattern data from crystals
and (iii) Construction of model from the diffraction data. The diffraction data
obtained from the crystal contains only the magnitude information and the phase
information is absent. The absence of phase information becomes the bottleneck
in solving the protein structure from diffraction patterns. The determination of
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phases in X-ray crystallography is called phasing [3,4]. Both experimental and
computational methods are used to solve the phase problem [5,4].

Molecular Replacement [6] is a computational technique which is used to solve
the phase problem by making use of phases from a known structure. Basically,
this involves two steps (a) finding a similar structure by a standard fold recogni-
tion method [7] (b) aligning the model structure to target structure in the unit
cell of the crystal. It is well accepted that if the protein sequence identity of
the two proteins is greater than 35% then the proteins very likely have similar
structure [8]. This knowledge is used in homology modeling to determine if a
similar protein fold exists in the PDB. However this becomes challenging when
the sequence identity is less than 25% [8]. The increase in the number of solved
structure in PDB has led to the molecular replacement technique becoming in-
creasingly popular for phasing. It is important to note that the success of mole-
cular replacement depends on the alignment accuracy [9]. A few very popular
molecular replacement methods currently supported by The Collaborative Com-
putational Project Number 4 (CCP4) [10] are PHASER [11,12], AMORE [13],
MOLREP [14], CaspR [15], MrBump [16] and BALBES [17].

A few attempts have been made in ab initio molecular replacement. Strop
et. al. [18] have used various sized helix fragments for phasing symmetric helical
membrane proteins with good success. They use different sized alpha helices
and the knowledge of helical membrane proteins as constraints to generate the
first model. An evolutionary computational approach to calculate the phases
has been proposed by Webster and Hilgenfeld [19]. The prototype that they
have developed for ab initio phase detection is significantly different from our
approach. They use only the diffraction pattern and employ genetic algorithm to
solve the phase problem. In 1998, Cowtan [20] proposed a modified translation
function and applied it to molecular fragment location. In this work, he used five
to ten residue helix and strand fragment to fit low quality maps. RESOLVE [21]
which is a fully automated model building scheme uses helices and strands of
different lengths to generate the model with Fourier transform based approaches.

Ab initio molecular replacement from protein fragments is addressed in this
paper. We concentrate on generating the first model for proteins which have
sequence identity less than 20% via super secondary fragments. The input to
the system is the target diffraction pattern data and the target sequence. The
output is the first model which can be used for subsequent refinement oriented
in the direction similar to the target structure. As far as the authors are aware,
this is the first time such an attempt has been made in ab initio molecular re-
placement using protein fragments. The method proposed uses PHASER [11,12]
to accomplish the task. As compared to [20], our work involves the use of large
repetitive fragments and a working strategy based on PHASER (which uses
maximum likelihood). In [11], the solution of ROP four-helix bundle is obtained
in a similar way as compared to the proposed scheme. In RESOLVE [21], only
short helical and strand fragments are used to refine the model as compared to
our super-secondary structures. In all the proposed methods so far, no single
strategy to generate the first model across protein topologies has been proposed.
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We have developed a working strategy to generate the first model from super
secondary fragments.

2 Molecular Replacement

The idea of molecular replacement method is to obtain the unknown phases of
the target using phases from a known structure in the PDB (called the model).
Although these phases are not exactly the same, using further refinements, it
is possible to solve the structure. It has been observed that, as the sequence
identity increases above 40%, molecular replacement is almost sure to give the
solution [4]. The success of MR would increase with the increase in the number
of solved structures in the PDB.

Even thought the structures of the model and the target are similar, the model
needs to be correctly positioned in the unit cell. Hence it becomes important
to align them before using the phase information of the model in MR. All the
popular molecular replacement methods like PHASER [11,12], AMORE [13] and
MOLREP [14] try to achieve this task using various computational techniques.
The difference between these methods is in the way they achieve the alignment.
The basic idea of molecular replacement is to use a rotation function to orient the
known structure to the target structure within the unit cell. Rotation is followed
by the translation function which moves the given structure to match the position
of the target structure. This principle is illustrated in figure 1 where ’m’ is the
model, ’O’ is the target, ’R’ is the rotation function and ’T’ is the translation
function. The model is first rotated with function R to get mR and mR is
translated with function T to achieve the final alignment. This leads to a six
parameter search, three for rotation followed by three for translation. Let |Fobs|
be the observed structure factor from the experiment and the structure factor
calculated from the model be |Fcalc| [4,5]. The observed |Fobs| and calculated
|Fcalc| are compared using R-Factor given by eq. 1:

R =

�
||Fobs| − |Fcalc||�

|Fobs|
(1)

Fig. 1. Illustration of Molecular Replacement
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The model which gives the R value of 0.3 to 0.4 [5] is selected as the first model
to be used in further refinements. Once the initial phases αcalc are available, the
initial electron density of the diffraction pattern is calculated using eq. 2 [5]:

ρ(x, y, z) =
1

V

�

h

�

k

�

l

|F obs
hkl |e−2πi(hx+ky+lz−αcalc

hkl ) (2)

where ρ is the electron density, x, y, z are the coordinates in real space; h, k, l
are the coordinates in reciprocal space, |F obs

hkl | is experimentally the observed
structure factor and αcalc

hkl is the calculated phase from the model. In all our
experiments we use PHASER [11,12] which is based on maximum likelihood for
rigid body alignment. PHASER has several modes to perform alignment tasks
out of which we use MR FRF (Fast Rotation Function) and MR FTF (Fast
Translation Function). The input to the PHASER is the target structure factors
and the model protein. The output is the positioned search model.

3 Fragment Dataset

To demonstrate our proposed technique, we choose six CATH topologies [22] as
shown in table 1. The dataset we chose contained 39 topologies [23] with sequence
identity less than 25%. From each topology, we chose one protein randomly for
testing the proposed technique. This is our preliminary fragment (super sec-
ondary structure) dataset. Totally, we extracted 17 fragments for α class, 22
fragments for β class and 16 fragments for α+ β class.

Table 1. Topologies used for demonstrating the proposed method. Test protein column
gives the PDB code of the test protein used from the corresponding topology.

CATH Code Topology Name Test Protein Number of Class
(C.A.T) Sequences
1.10.10 Arc Repressor Mutant 1JHF 15 α

subunit A
1.20.120 Four Helix Bundle 1OQC 11 α

(Hemerythrin (Met), subunit A)
2.60.120 Jelly Rolls 1GNY 22 β
2.60.40 Immunoglobulin-like 1DQT 38 β
3.20.20 Bactericidal permeability-increasing 1CT5 34 α+ β

protein; domain 2
3.40.50 Rossmann fold 1AKY 85 α+ β

4 Proposed Methodology

In this section, we give the description of the proposed methodology. Figure 2
gives the flow chart of the proposed technique using PHASER. The input is the
diffraction data of the target, sequence of the target and the template library
containing several super secondary structure templates in the form of PDB files.
The fragment dataset created is arranged in decreasing order of the molecular
weights. The iterative methodology proposed is as follows:
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1. The first fragment is used as an ensemble and input into PHASER in
MR AUTO mode. If there is a successful hit with translation function Z-
score TFZ > 5 and log-likelihood gain LLG > 30, the solution is placed
in the solution library. If it is unsuccessful, next fragment is chosen until a
solution is obtained. In case solution exists, the same fragment is repeated
again to check if there are multiple fragments of the same kind. There will
be significant increase in TFZ and LLG scores if it is true. Otherwise we
move on to the next step.

2. In the second step, the next fragment from the template library is chosen
and the target pattern is subjected to rotation (MR FRF ) and translation
(MR FTF ) functions along with the previous solution. At this step, if the
solution exists for more than 70% of the target, the TFZ score will be more
than 10. If it is greater than 10, we stop the iteration with the final solution
in the solution library.

3. If TFZ was not greater than 10, next fragment is chosen and step 2 is re-
peated populating the solution library.

4. Step 2 and 3 are continued until TFZ > 10 or no more fragments are left in
the fragment dataset. If there are no fragments in the dataset, partial model
is obtained.

The method described above is very similar to a tree search and pruning strat-
egy [11]. However, unlike this method, we build the fragment data set and the
order of fragment usage is based on molecular weight of the fragment. The
proposed method is a more general scheme and can be used across topologies.
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Fig. 2. Proposed MR Method using PHASER
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5 Results and Discussion

The preliminary results of the proposed scheme was highly encouraging. To
confirm that we are moving in the right direction, a small protein 1D0D (chain
B) with 58 residues was considered. We created a reference dataset with three
disjoint fragments (helix only, beta-turn-beta, beta-turn-alpha) from the same
protein. We used the proposed scheme to generate the first model. The first model
generated had a phaser score of TFZ = 8.3 with 86% residues aligned at 0.88
Å. The R-factor as measured with SFCHECK [10] was 0.32 with a correlation
of 0.68. This little experiment motivated us to test our scheme on a large scale
with super-secondary fragments.

The results for the six test proteins are summarized in table 2. The first col-
umn is the protein name as given by the authors, second column is the length
of the sequence. However, the system works on multiple chains as well. Third
column is the TFZ score obtained by PHASER. Fourth column is the R-factor
as obtained by SFCHECK [10] and is calculated between the structure factor
file and the model file generated by PHASER. As all the proteins used in our
experiments are already solved, we used the final protein and the first model
to check the alignment using DeepView [24]. Fifth and the sixth columns indi-
cate the percentage of residues aligned and the RMSD error between the final
protein and the first model generated by our scheme. The TFZ scores is more
than seven for all the proteins indicating that the molecular replacement solution
exists and it is valid. For 1DQT, the TFZ is the highest and the percentage of
residues solved is aligned at 87%. The computational complexity of the proposed
scheme is dependent on several factors. For 1CT5, the time consumed was the
highest as it is a large sequence and the number of fragments required to gener-
ate the protein was more. It took approximately thirty CPU hours on a P4 2.4
GHz PC with 1.5GB of RAM. Interestingly, for 1JHF which has 191 residues,
it took only eight CPU hours. The results obtained for both these proteins are
very similar because of large matching fragment 3. The effect of the length of the
protein fragments is also very important. If the length of the fragment is larger,
the solution is comparatively faster but it becomes more specific to a particular
topology. Similarly if the fragment is too small, it has the tendency to fit itself

Table 2. Results for the test set

Protein Structure Sequence TFZ score of R-factor Residues RMSD in Å
Length the first model Aligned (%) (Main Chain)

Lexa G85d 197 9.1 0.37 72 1.39
Mutant (1JHF)
Augmenter Of Liver 112 11.3 0.32 81 0.68
Regeneration (1OQC)
Xylan-Binding Module 153 14 0.31 86 0.8
Cbm15 (1GNY)
Murine Ctla4-Cd152 117 24.6 0.28 87 0.69
(1DQT)
Yeast Hypothetical 228 7 0.36 78 1.46
Protein (1CT5)
Adenylate Kinase 218 8.3 0.33 82 1.23
(1AKY)
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Fig. 3. Two sections of superposed target structure - 1JHF (Red) with generated model
from fragments (Green)

at several positions with reasonably acceptable Z-score. Hence it is very impor-
tant to choose appropriate sized fragments. In our dataset, the longest protein
fragment weighs 6kDa. Due to the fact that the fragment database is arranged
according to the decreasing order of molecular weight, the small fragments at
the end of the search will have very few orientations left to fit themselves leading
to increase in computational efficiency.

6 Conclusions

Preparation of the first model using ab initio molecular replacement is addressed
in this paper. Protein super-secondary fragments dataset is curated from existing
models in the PDB. A novel working strategy based on PHASER is proposed
and is shown to successfully work on six different proteins with good result. The
generated model is evaluated using log-likelihood gain (LLG) and translational
Z-score (TFZ). The highest TFZ of 24.6 is obtained on Murine CTLA4-CD152
protein (1DQT). The effect of fragment length and computational complexity is
discussed.
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Abstract. The paper presents a software platform for the management and visu-
alization of mass spectrometry proteomics data. MALDI-TOF and LC-MS spec-
tra can be visualized by considering different parameters or by focusing on por-
tions of spectra. Spectra can also be converted using the XML-based mzData
standard for storing or for transmission over the network.
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1 Introduction

Mass spectrometry (MS) is a technique allowing to determine with high accuracy the
molecular weight of chemical compounds, ranging from small molecules to large, polar
biopolymers [1]. The mass spectrometer separates gas phase ions according to their m/z
(mass to charge ratio) values. The output of the spectrometer, said spectrum, is a (large)
sequence of value pairs. Each pair contains a measured intensity, which depends on the
quantity of the detected biomolecule, and a mass to charge ratio (m/z), which depends
on the molecular mass of the detected biomolecule.

A MS platform includes: (i) a system to input the biological sample into the spec-
trometer, (ii) a ionization system, (iii) a mass analyzer, (iv) a ion detector, (v) a software
system to store and analyze spectra. The sample can be inserted directly into the ioniza-
tion source, or can undergo some type of separation, such as Liquid Chromatography
(LC), Gas Chromatography (GC), or Capillary Electrophoresis (CE), where the sample
is separated into different components which enter the spectrometer sequentially for in-
dividual analysis. Concerning the MS analysis of large, polar biomolecules, commonly
used ionization techniques are Electrospray Ionization (ESI) and Matrix-Assisted Laser
Desorption/Ionization (MALDI), coupled with different kind of mass analyzers such as
Time Of Flight (TOF) or quadrupole ion traps. Tandem mass spectrometers (MS/MS)
have more than one analyzer and can be used for structural and sequencing studies.

In MS (e.g. MALDI-TOF MS) a single sample is analyzed producing a unique spec-
trum. In MS/MS, the first MS selects some precursor ions (e.g. those having the higher
intensity), then they collide in a collision cell between the two spectrometers and un-
dergo fragmentation. The resulting daughter ions are analyzed in the second MS. Thus
MS/MS produces a spectrum for each precursor ion selected by the first MS. Such spec-
trum can be used for protein/peptide identification. For very complex and rich samples
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a preliminary chromatographic separation eases the MS analysis. In LC-MS analysis,
a sample is injected onto an LC column and separated into its various components.
The components are then passed into the MS through an electrospray interface. The
retention time of the solute is defined as the elapsed time between the time of injec-
tion of the solute and the time of elution of the maximum peak of that solute. Since
different components are passed to the MS at different times, LC-MS produces a set
of spectra. Usually the MS is programmed to acquire a spectrum (scan) at fixed-time
intervals.

From this brief introduction it is clear that MS can produce different kind of data
where a single spectrum can have different meaning according to the type of performed
analysis (e.g., MS, MS/MS, LC-MS). Although spectra are more and more analyzed
with semi-automatic techniques, visual inspection of graphical representation of spec-
tra may be needed. For instance, visualization can be used if the user want to focus on
specific peaks or on a portion of a spectrum, or when few spectra are available and a
manual, visual inspection, is feasible. Usually, mass spectrometers provide a basic vi-
sualization tool able to load and visualize the produced spectra, but usually those tools
do not support the different available spectra data formats, nor provide sophisticated vi-
sualization functions. Moreover, such software usually support proprietary file formats,
that are inefficient for data sharing and transmission. The paper presents SpectraViewer,
a software platform for the visualization and management of mass spectrometry pro-
teomics data. Currently, MALDI-TOF and LC-MS spectra can be visualized by con-
sidering different parameters or by focusing on portions of spectra. Spectra can also be
converted in the XML-based mzData [11] standard allowing efficient storing and trans-
mission over the network. After introducing MS data and mzData standard in Section 2,
Section 3 presents the SpectraViewer tool discussing the visualization and mzData con-
version of some real spectra. Section 4 describes related work. Section 5 summarizes
the paper and describes future work.

2 Mass Spectrometry Data

Mass Spectrometry can be used to perform different type of analysis: MS produces
a single spectrum related to a sample, LC-MS produces different spectra related to
a single sample and collected at different scan times, LC-MS/MS at each scan time
selects one or more precursor ions that are then fragmented and whose spectrum is
produced as output. Data mining is usually used to find discriminant peaks between
healthy and diseased subjects in collection of spectra, while in MS/MS computational
methods are used to identify the peptides/proteins present in the samples. Nevertheless,
spectra visualization as analysis technique may be useful in many cases, for instance
to compare spectra when few biological samples are available (e.g. rare diseases) or to
guide the user in the inspection of single peaks.

Figure 1 shows a fragment of a LC-MS spectrum generated by the Applied Biosys-
tems [2] QSTAR XL Hybrid LC-MS/MS system coupled with the Dionex Corporation
UltiMate Nano and Capillary LC systems. The spectrum file, in proprietary WIFF for-
mat or in the standard JCAMP-DX format (file extension jdx), has been produced by
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##TITLE=Sample001 ##SCAN NUMBER=1 ##SCAN NUMBER=654
##JCAMP-DX=5.00 ##BASE PEAK=519.1687 ##BASE PEAK=519.1516
##DATA TYPE=MASS SPECTRUM ##BASE PEAK INT=1.120e+2 ##BASE~PEAK~INT=1.780e+2
##DATA CLASS=PEAKTABLE ##RETENTION TIME=4.04 ##RETENTION~TIME=3296.59
##DATE=May. 23 2005, 4:55:40 PM ##TIC=5.772e+3 ##TIC=6.693e+3
##SOURCE REFERENCE=D:\name.wiff ##NPOINTS=141 ##NPOINTS=160
##OWNER=N/A ##XYDATA=(XY..XY) ##XYDATA=(XY..XY)
##IONIZATION MODE=Positive 429.0630,3.500e+1 429.0630,2.700e+1
##SPECTROMETER/DATA SYSTEM=SCIEX 429.0708,5.300e+1 429.0708,3.300e+1
##SCAN_RANGE=400.0,1200.0 429.0785,4.600e+1 429.0785,4.000e+1
##XUNITS=m/z ... ...
##YUNITS=cps ##END=

Fig. 1. Fragment of a LC-MS spectrum containing 654 scans

the Applied Biosystems Analyst QS software, and contains 654 scans. JCAMP-DX is
a chemical spectroscopic data exchange format that can be stored as a flat text file,
comprising an header containing information about the experiment (metadata), and a
body containing the spectra data, usually a table of (m/z, intensity) couples. In Figure 1,
the left column describes the main metadata of a the header, while the central and right
columns contains the spectra data. A MALDI-TOF spectrum, e.g. generated by the
Applied Biosystems Voyager DE-STR MALDI-TOF MS, contains just a scan. Both
spectrometers are available at the Proteomics Laboratory of the University of Catanzaro,
Italy.

Another important aspect in spectra management is the use of standard formats
for data sharing and transmission, as well as efficient coding for data storage. mz-
Data is an emerging XML-based data model defined by HUPO-PSI (Human Proteome
Organization-Proteomics Standard Initiative) to standardize mass spectrometry-based
experimental data [11]. mzData schema comprises a description element describing
metadata about the experiment (e.g. administrative information, data about instrument
and software used to generate the spectra), and a spectrumList element that encloses a
set of spectrum elements. Each spectrum element stores, respectively, all the m/z and
intensities values of the spectrum as Base64 encoded strings. The Base64 encoding [3]
is designed to represent arbitrary sequences of octets through a 65-character alphabet,
enabling 6 bits to be represented as printable character. Base64 allows to convert binary
data or 8-bit characters in a format that can be transmitted over any Internet protocol
and can be stored into XML documents.

3 SpectraViewer

SpectraViewer is a Java-based tool for the three-dimensional (3D) visualization of spec-
tra data and their conversion into the mzData format. It uses the Java3D API [6] for
graphic manipulation and is deployed to the user through the Java Web Start tech-
nology [7], i.e. it can be simply invoked by a web browser running the Java Virtual
Machine, possibly on any hardware/software platform. The software is freely available
at [13].
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3.1 Spectra Visualization

The main visualization functions offered by SpectraViewer are:

1. 3D visualization of a LC-MS spectrum or of many MALDI-TOF spectra; images
can be translated, zoomed, or rotated by using the mouse;

2. 2D visualization of MALDI-TOF and LC-MS spectra. The former are visualized in
the (m/z, intensity) plane, while the latter can be visualized in the (m/z, intensity),
(m/z, retention time), and (retention time, intensity) planes;

3. interactive visualization of ion properties on the (m/z, retention time) plane.

(a) 3D Visualization (b) Rotation and Zoom

Fig. 2. 3D visualization of a LC-MS spectrum

Figure 2 shows the 3D visualization modes of SpectraViewer (images were taken
by using a version of the software with Italian menu). Figure 2(a) shows the default
3D visualization, while Figure 2(b) shows the same spectrum after rotation and zoom.
In particular the user may zoom, move and rotate the graphic using the mouse. The
spectrum showed in Figure 2 is a LC-MS spectrum containing 654 scans with an aver-
age number of 150 peaks per scan, and occupies 2,491,472 bytes. A fragment of such
spectrum is showed in Figure 1.

Figure 3 shows the main interface of SpectraViewer and the 2D visualizations of a
LC-MS spectrum. Figure 3(a) shows an informative window about the loaded spectrum,
while the (m/z, intensity), (retention time, intensity), and (m/z, retention time) 2D planes
are respectively showed in Figure 3(b), 3(c), and 3(d). Intensity level is showed with a
scale of colors, from green (low) to red (high).

An important function of SpectraViewer is its ability to interactively show informa-
tion about specific ions specified by the user. Figure 4 shows the ion selection window
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(a) Main SpectraViewer Interface (b) (m/z, intensity) plane

(c) (retention time, intensity) plane (d) (m/z, retention time) plane

Fig. 3. SpectraViewer User Interface and 2D visualization modes

where, in the (m/z, retention time) plane, the user can inspect the spectrum data by
navigating among peaks. The lower part of the window shows the m/z, intensity, and
retention time of the selected ion. The user can navigate along the m/z or the retention
time axes by using the provided Left, Right, Up, and Down buttons. The user can vary
the amplitude of browsing along m/z or retention time by simply providing a cursor
speed parameter in the related field. When the user moves along the spectrum data,
the selected ion is underlined and its m/z, intensity, and retention time are presented
in the bottom part of the window. It should be noted that such information is colored
according to the intensity level of the selected ion (green, yellow and red for respectively
low, medium and high intensity). In such a way the user can easily find high intensity
ions during spectrum navigation by observing ion color.
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Fig. 4. Ion selection window

Table 1. Sizes and compression factors for LC-MS spectra, sizes in Bytes

Spectrum No jdx size mzData size Compression factor
1 864,834 494,726 57.20%
2 1,424,022 907,694 63.74%
3 2,491,472 1,511,114 60,65%

3.2 Spectra Conversion

The main functions related to spectra management and mzData conversion are:

1. loading of a JCAMP-DX file;
2. conversion and storing of the current JCAMP-DX file in mzData;
3. loading of an mzData file;
4. conversion and storing of the current mzData file in JCAMP-DX;

The conversion of a spectrum in mzData is made by mapping the header fields of
JCAMP-DX into the metadata information of mzData and by converting the body data,
i.e. the couples (m/z, intensity), in the Base64 encoding. Figure 5 shows a fragment of
the mzData file obtained by converting the LC-MS spectrum of Figure 1.

In our system, 32-bit float numbers representing m/z and intensity values are grouped
to form 24-bit groups that are converted in 4 characters. Compression arises since float
numbers are represented as strings in the jdx file. Table 1 shows the sizes of three LC-
MS spectra in jdx and mzData format. It is possible to note an average 60% decrease of
the spectra size.
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<?xml version="1.0" encoding="UTF-8"?>
<mzData version="">
<description>
<admin>
<sampleName />
<sourceFile>
<nameOfFile>bsa-2.mzData</nameOfFile>
<pathToFile>D:/dataset-cibb/bsa-2.mzData</pathToFile>
<fileType>mzData</fileType>

</sourceFile>
<contact>
<name>name of administrator</name>
<institution>name of institution</institution>
<contactInfo>email</contactInfo>

</contact>
</admin>
<instrument>
<instrumentName>name of instrument</instrumentName>
<analyzerList count="1">
<analyzer>name of analyzer</analyzer>

</analyzerList>
<detector />
<additional>additional information</additional>
</instrument>

</description>
<spectrumList count="654">
<spectrum id="1">
<mzArrayBinary>
<data precision="32" endian="little" length="141">Q6r4E ...</data>

</mzArrayBinary>
<intenArrayBinary>
<data precision="32" endian="little" length="141">QgwAA ...</data>

</intenArrayBinary>
</spectrum>

...
</spectrumList>

</mzData>

Fig. 5. Fragment of the mzData version of a LC-MS spectrum

4 Related Work

In the following we briefly recall some existing spectra visualization or spectra conver-
sion systems, considering their different visualization and conversion modes.

JDXview [8] displays various kinds of spectra in JCAMP-DX format. Furthermore, it
allows zooming and measuring of distances on a spectrum and supports graphics output
in vector graphics format. It does not support mzData conversion nor 3D visualization.

Pep3D [9,12] supports LC-MS and LC-MS/MS spectra but does not provide 3D
visualization nor mzData conversion. In Pep3D data are represented as a two dimen-
sional density plot. For MS/MS experiments using collision-induced dissociation, links
are embedded in the image to the daughter spectra and the corresponding peptide
sequences.

mzViewer [10] is a simple lightweight viewer that allows only 2D visualization of
mzData. It is a stand alone application, but Java classes are provided for incorporating
the mzViewer into other applications.
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CCWiffer [5] is a short name for "Charleston Core Wiff Converter". It is a simple
system that only converts proprietary WIFF data into mzData or mzXML.

In summary, among the analyzed systems the most advanced spectra visualization
system is Pep3D but it does not provide 3D visualization nor mzData conversion. On the
other hand, SpectraViewer does not support MS/MS data and the connection between
spectra and identified peptides.

5 Conclusions and Future Work

The paper presented a software platform for the management and visualization of mass
spectrometry data. The tools offers different visualization modes and the possibility to
inspect ions properties, as well as the conversion to mzData format. Future work will
regard the visualization of LC-MS/MS spectra and related identified peptides, and the
storing of mzData files in a native XML database to support XQuery-based spectra
querying. Finally, SpectraViewer will be embedded in the MS-Analyzer platform [4].
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Abstract. Sequence similarity searching is commonly used to help clar-
ify the biochemical and physiological features of newly discovered genes
or proteins. An efficient similarity search relies on the choice of tools and
their associated subprograms and numerous parameter settings. This
could be very challenging for similarity search users, especially those at
the beginner level. To assist researchers in selecting optimal search pro-
grams and parameter settings for efficient sequence similarity searches,
we have developed a Web-based expert system, Smart Sequence Similar-
ity Search (S4). The system is implemented in Java and Jess scripts, and
uses the Jess Expert System as its reasoning core. The expert knowledge
provided for a sequence similarity search is represented in the form of de-
cision tree and stored in a XML file. The system also provides interfaces
for expert users to improve this knowledge by extending the decision tree.
With its capability to continuously improve sequence similarity searches
through a decision tree, the Web-based expert system provides a solid
advising tool for researchers interested in efficient sequence similarity
searches.

Keywords: Sequence Similarity Search, Expert System.

1 Introduction

Molecular biologist today have come to greatly rely on the use of computers to aid
in their research and help direct them down more promising paths. With methods
such as large-scale sequencing, gene expression profiling, single-nucleotide poly-
morphism (SNP) discovery, and proteomics, scientists find thousands of novel
DNA and protein sequences every month. The functions of newly discovered se-
quences can more easily be predicted with a comparison to the sequences of a
database of well known existing proteins to which we already know the function
and sequence. The strength of these predictions depends on the quality of the
alignment between the sequences typically expressed as a degree of confidence.
A high degree of confidence can infer structural, functional, and evolutionary
relationships.

F. Masulli, S. Mitra, and G. Pasi (Eds.): WILF 2007, LNAI 4578, pp. 643–650, 2007.
c© Springer-Verlag Berlin Heidelberg 2007

http://www.csusb.edu


644 Z. Chen et al.

The three most widely used algorithms available online for such sequence
similarity searching are Smith-Waterman, FASTA, and BLAST each of which,
add different restrictions to the simple model of sequence evolution on which
similarity searching is based. The online tools mentioned above provide a set of
programs for different similarity searches based on the type of query sequences
and database to search against. Also with each similarity search program there
are several parameters that must be set prior to beginning the search, these
include but are not limited to scoring matrices, E-value, filter, substitution ma-
trices, databases, word size, and gap penalties. These parameters have a great
influence over the results of the search; a slight variation in the word size or
choosing a different scoring matrix by the user will affect the speed, sensitivity,
and selectivity of the search. The choice of programs and its corresponding search
parameters could become very challenging for similarity search users, especially
for those who are at the beginners level. Even most experienced users cannot
take full advantages of these tools, because they are usually not familiar with all
the parameters available to them, or exactly how the settings would influence
the results.

The Smart Sequence Similarity Search (S4) System developed at Cal State
University; San Bernardino assists researchers in selecting optimal programs and
parameter settings for efficient sequence similarity searches. A ruled-based expert
system is utilized to provide expert knowledge to help users choose the best
programs with the most reasonable settings, based on the users search interest
so that optimal search results can be obtained. The initial knowledge base of
the system is built using information obtained manually from user manuals and
tutorials of NCBI BLAST Service, EBI FASTA Service and DDBJ SW Search
Service or experts in this field. As for sequence similarity searches the program to
use and parameters settings for the optimal search result are also mainly based
on experimental knowledge acquired over prolonged period of time. Hence, the
expert system in S4 is also designed to gather experimental knowledge from
its expert users. The S4 expert system is designed to be a conglomeration of
experimental knowledge of several expert users and mimic the decision making
capabilities of the experts as close as possible.

This paper is organized as follows. Section 2 describes the functionality of
S4. Section 3 is devoted to the software design of S4 system that describes the
expert system of S4 and its decision tree. In Section 4 we show the systems
functionalities by demonstrating how to traverse a decision tree and extend the
functionality of the decision tree. Finally, we conclude in Section 5.

2 Functional Features of S4

The overall goal of this project is to assist bioinformatics researcher in selecting
appropriate program and optimal parameters for their specific interests, needs
and search requirements. However, S4 is not only intended to improve the effec-
tiveness of sequence similarity searches, it also allows to gather the experimental
knowledge several experts and experienced similarity search users would have



Smart Sequence Similarity Search(S4) System 645

gained over period of years and impart it as part of its decision making process.
The functional features of S4 system are described as follows:

1 Conduct a Sequence Similarity Search Using Existing Knowledge. The user
is allowed to input a sequence initially, and his/her search objective is in-
ferred by a series of questions that the researcher must answer. Based on
the inference the expert system generates appropriate program and a list
of associated parameter settings that would be optimal for his/her search.
If the researcher is not satisfied with the results of the expert system, and
wishes to modify the search requirements he/she may repeat the question
series and try other options for a favorable answer with the same sequence.

2 Sequence Similarity Search with the Suggested Settings. Users may connect
to the program suggested by the expert system with the suggested parameter
settings. The S4 system opens a new window of the suggested program with
suggested parameter setting. Say for example, if the expert system suggested
BLAST for the given sequence, it opens the NCBI BLAST search page with
submitted sequence and suggested parameter settings.

3 Improve the System Suggestions. Experienced users, who are well acquainted
with the similarity search of various programs, parameters and databases,
can contribute to existing system knowledge. This requires the researcher to
input a set of decision making questions and its related options. Each new
option must be followed by another set of question and options until a final
more accurate suggestion are derived.

4 Obtain Help Information. Users can get basic supporting information on
each page that provides information to understand the basic concept and to
choose the appropriate options.

3 Software Design of S4

S4 is a Web-based system that is available on the Internet. It uses Jess expert
system shell as the logic processing core. The system is developed as a 3-tier
distributed architecture. The first tier is the presentation tier that displays the
user interface in a Web browser via HTML. It allows the user to interact with
the system and also communicates the request/responses between the middle tier
and first tier via HTTP protocol. The middle tier consists of the Web server, Jess
Expert system(Ernest Friedman-Hill, Sandia National Laboratories) and XML
data files. The Web server that uses Java Servlets or JSP pages handles requests
from the presentation tier and responds after logic processing by the system
application. The Web server in the middle tier communicates between the first
and the third tier via HTTP protocol. Jess expert system is mainly responsible
for the logic processing. The XML data files are for knowledge storage. The Jess
expert system fires the system specified rules to make appropriate decisions based
on the existing knowledge in XML data files. The third tier is one of the remote
sequence similarity search servers which currently include NCBI, EMBL-EBI
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and DDBJ. Upon Jess determining the final program and settings, the system
Web server will communicate with the third tier one of the remote sequence
similarity servers. A new execution thread will be opened with the remote search
form filled in automatically with the determined settings.

3.1 S4 Expert System

An expert system is a computer program that contains a knowledge base and
a set of algorithms or rules that infer facts from stored knowledge and from
incoming data. They are designed to perform at a human expert level and mimic
the reasoning capabilities of experts in the given domain. Expert Systems are
more powerful because its knowledge base is built on the knowledge of several
experts. Hence it mimics the reasoning capability of not just one but several
experts. S4 expert system is a rule-based expert system; the existing knowledge
of the system is in the form of facts or rules that emulates the decision-making
ability of an expert user.

In general the expert systems consist of four basic elements: database, knowl-
edge base, inference engine, and user interface. The facts of the domain are stored
in the database. As in the case of S4 system it is stored as a decision tree in an
XML file. The facts and their corresponding rules make up the knowledge base
of the system. The user interface derives the current facts scenario from the user
and the inference engine decides which rules are satisfied by the current facts,
prioritizes them and executes the rule with the highest priority. The inference
engine of S4 expert system is supported by Jess expert system. The knowledge
base is developed in Jess scripting language.

3.2 S4 Decision Tree

The facts and rules which make up the knowledge base are used by the inference
engine. They are stored in the database as a decision tree. The S4 decision tree
consists of nodes and branches. The construction of the decision tree is based
on the available subprograms, databases, and functions of the three similarity
search servers as well as their performance. Whether the decision tree branches at
certain point is carefully determined to make the optimal suggestion as unique
as possible. Each search option results in a unique path through the decision
tree and the trajectory mimics the decision-making process by a real researcher.
The decision tree diverges first at the subprogram level based on query sequence
and purpose of the search. The next level is the databases and program-specific
functions, which is followed by the sequence characteristics. The last level is the
program performance. Divergence at different levels allows our decision tree to
handle most of the commonly-used search options. The leaf nodes of the tree
represents the final decision and has information on optimal search program and
its parameter settings. All internal nodes in the tree are referred to as decision
nodes. To better represent the knowledge included in the S4 decision tree, three
types of decisions nodes are constructed: manual decision node, auto decision
node, and option node.
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Fig. 1. Sample Decision Tree

Manual decision node: The location of the decision tree will move from this
node to corresponding child node based on the branch the user selects.

Auto-decision node: The location of decision will move from this node to
corresponding child node based on the branch automatically selected by the
system using predefined branch-specific criterion.

Option node: No matter which branch the user selects, there is only one child
node that the decision tree will move to. It is responsible for setting the value
for a specified parameter based on the user selection.

The decision tree is presented in XML with the tree structure predefined in
another XML file. Because of the large number of possible search options, there
are already over 400 nodes in the populated decision tree. Whenever the user
invokes the service the manual decision node, the root of the tree is the initial
node. Based on the users answers the rest of the nodes(Option/Manual/Auto
Decision) in the tree are traversed. See Fig 1. Whenever the expert user wishes
to contribute his/her experimental knowledge, the leaf node of the decision tree
will be replaced with a new sub-tree constructed with his/her new suggestions.

4 Sample Sessions

This section illustrates some of the functionalities of the S4 system by showing
a sample session. First a simple sequence search is performed using a protein
sequence, followed by an improvement of the existing decision tree by adding
a additional manual decision node. Initially the user provides the sequence of
interest to the system, the system then tries to determine which type of se-
quence it is. It displays the amino acid sequence query goal page to the user,
see Fig 2. After selecting a search goal option of finding similar protein se-
quences with comprehensive database and with specific species, the suggestion
page displays the parameter settings as suggested, see Fig 3. When the sug-
gested parameters are displayed, a new window is instantiated with the sug-
gested program so that the user can enter the parameters for the search, in
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Fig. 2. Amino Acid Sequence Query Goal Selection Page

Fig. 3. Suggestion Page for Searching Similar Proteins from a Specific Species

this case, the parameters will be automatically entered on the BLASTP search
page(www.ncbi.nlm.nih.gov/blast.cgi).If the user is not satisfied by the results
and decides to adjust the search goal to find similarly translated DNA sequences
from bacteria or archea, but limited to the most recent updated database, the
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user simply chooses the try again function from the suggestion page. After the
desired options are selected a new suggestion page is displayed to the user again.

The experts can also improve the performance of S4 system by including
their expert knowledge of sequence similarity search. The decision tree can be
easily extended by replacing a leaf node with interior nodes. For instance, an
experienced user may not be satisfied with the search results that were returned
in our example and may wish to update the decision tree. In such case, the page
will allow the users to input the name, the title and the question to display. The
options and associated parameters should also be provided by the users. Based
on this information a new subtree is created and replaces the current leaf node. A
new option selection page reflecting the updated decision tree is displayed. The
user then may either decide to store the changes permanently or ignore them.
This feature allows the decision tree to grow based on additional knowledge that
the user experiences while using S4.

5 Conclusion and Future Directions

Sequence similarity search has been widely used by biologists in discovering func-
tions, structure, and biochemical properties of novel biological sequences. An
efficient similarity search relies on the choice of tools and their associated sub-
programs and numerous parameter settings. This could be very challenging for
similarity search users, especially those at the beginner level. S4 is a Web-based
expert system on biological sequence similarity search implemented in Java and
Jess. It aims to help biologists choose optimal search program and corresponding
parameters while conducting sequence similarity search. Several well-known on-
line services included in the project are BLAST search from NCBI, FASTA from
EBI and Smith-Waterman search from DDBJ. The decision tree with four types
of nodes is chosen as an ideal data structure to store the knowledge. The knowl-
edge is initially stored in XML format, considering its clear tree-structure data
representation and high readability suitable for biologists to update knowledge
directly. User interfaces are generated by servlet or JSP.

5.1 Significance and Impact

Many biologists may not have the ability nor the desire to read all the docu-
mentation that is available for sequence similarity searches. Many may find it
difficult to keep pace with other advanced researchers that use sequence sim-
ilarity search tools in their everyday procedures. The development of the S4
system aids the molecular biologist to reduce the learning curve for searching se-
quence similarity. All the sequence similarity knowledge from documents as well
as experts is converted to simple easy-to-follow questions and options, allowing
any researchers with basic biological knowledge to conduct a sequence similarity
search. The improved accuracy of search results for researcher will be reflected
in reduced experimentation research time. A powerful and useful functionality
of the S4 system is its knowledge base expandability that allows improvement of
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the S4 expert system, functions and interfaces for incorporating advanced knowl-
edge from expert users. S4 may lead to great improvements in the instruction,
dissemination, and full utilization of sequence similarity searches techniques and
parameters.

5.2 Future Work

The project is an initial step in providing a Web-based expert system on bio-
logical knowledge. It can be improved in several aspects. First of all, for more
personalized searches, users can have their own decision trees. In such a case we
can also prevent the decision tree from becoming erroneous if users input conflict-
ing knowledge while updating the decision tree.Second, we currently use XML
file to store all the knowledge. This was chosen because of the high readability
of XML file. However if proper decision tree edit interfaces are implemented, a
relational database, which is considered as a more efficient knowledge storage
platform should be included into the system, while the existing XML format can
be used in data exchange. Finally, our expert knowledge is represented in the
form of a decision tree, which can grow very fast when more nodes are added.
Large decision tree can attenuate the system performance significantly. Novel
knowledge-based structures should be developed to allow for better performance
such as ontologies where knowledge among users and experts can be shared
effectively.
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Abstract. The identification of binding sites for transcription factors
regulating gene transcription is one of the most important and challeng-
ing problems in molecular biology and bioinformatics. Here we present an
algorithm that, given a set of promoters from co–regulated genes, iden-
tifies over-represented binding sites by using profiles (position specific
frequency matrices) defining the sequence binding specificity of known
TFs as well as matching statistics on a whole–genome level, bypassing
the need of defining matching thresholds and/or the use of homologous
sequences. Preliminary tests performed on experimentally validated se-
quence sets are very promising; moreover, the same algorithm is suitable
also for the use with any model of the binding specificity of TFs.

1 Introduction

One of the most relevant issues in modern molecular biology is the understanding
of the complex mechanisms regulating gene expression. In particular, the first
step in the process, transcription, is modulated by transcription factors (TFs),
which bind the DNA in a sequence–specific manner usually (but not only) near
the start site of transcription (i.e. within the promoter region).

Ideally, the final goal would be to have a complete genomic map of the sites
(transcription factor binding sites, TFBSs) recognized by each of the TFs en-
coded in a genome, or, vice versa, for any annotated gene the list of the TFs
that modulate its transcription and the corresponding sites. This, in turn, would
permit the unraveling of the complex pathways of gene activation and expression
in response for example to developemental stage, cell type, external stimuli, cell
cycle phase, and so on.

Unfortunately, the experimental in vivo or in vitro identification of binding
sites for a given TF is a long and expensive work, that can be complemented with
good results by the introduction of bioinformatic techniques and algorithms [1].
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1 2 3 4 5
>YAL038W ATTCC A | 0.08 0.25 0.0 0.0 0.0
>YAL038W CTTCC C | 0.92 0.0 0.0 1.0 1.0
>YAL038W CTTCC G | 0.0 0.0 0.0 0.0 0.0
>YCR012W CTTCC T | 0.0 0.75 1.0 0.0 0.0
>YCR012W CTTCC
>YCR012W CTTCC
>YDR050C CATCC
>YDR050C CATCC
>YDR050C CTTCC
>YDR050C CTTCC
>YHR174W CATCC
>YOL086C CTTCC

Fig. 1. A set of binding sites for yeast factor GCR1, and the corresponding profile

2 Describing Transcription Factor Binding Sites

All transcription factors bind the DNA double helix in a sequence–specific man-
ner, but they allow for variation in the DNA sequence (sites) they recognize. In
other words, TFBSs for the same factor are short (about 6–20 nts) and similar
but not identical oligonucleotides. Several collections of experimentally validated
binding sites for TFs in species ranging from bacteria to human are now available
in specialized databases like TRANSFAC [2] or Jaspar [3].

The next logical step is, given a set of sites for the same TF, to build a
descriptor of the binding specificity of the TF, that in turn can be used to
predict additional candidate sites. The simplest way is to align available sites
(usually, without gaps) and describe their alignment with a profile (or position
specific frequency matrix ) [4]. An alignment profile is a 4 ×m matrix, defining
the frequency with which each of the four nucleotides appears in each of the
m columns of the alignment (see Figure 1). Thus, in this way, we can obtain a
description of the nucleotide preference for the TF in each of the positions of
the sites. The frequencies at each position can also be seen as probabilities, to
assess, given a nucleotide sequence s, how it fits the profile description, or, in
other words, the probability of the sequence to be generated by using the profile
as a source. Usually, the nucleotide frequencies of the profile are compared by
computing a log–odds ratio to the expected frequencies of the four nucleotides
in the sequences investigated. However, as we will show in the next section,
we used whole genome oligonucleotide statistics as expected frequencies, so for
single nucleotides we chose to employ only raw frequency values.

Assuming that s = s1s2 . . . sm is a nucleotide sequence and M = {i, j} is a
4 ×m profile obtained from the alignment of TFBSs for a given factor, we can
define:

P (s|M) =
m∏

i=1

M(si, i) (1)
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where M(si, i) is the value in the i–th column corresponding to nucleotide si.
Typically, to avoid getting probability zero in correspondence of nucleotides ab-
sent from an alignment column, pseudocounts are added to each column (that
is, one assumes that missing nucleotides could appear in each column of the
alignment with very low frequency). Also, to avoid having to deal with values
very close to zero, logarithms of the frequencies are usually applied:

MS(s|M) = logP (s|M) (2)

Finally, the log–values for a given profile are transformed into relative values.
In other words, let Max(M) and Min(M) the logarithm of the maximum and
minimum probability values that can be obtained from a matrix M on any given
oligo (obtained by using the maximum and minimum values of each column,
respectively). For any nucleotide sequence s, the MS(s|M), the binding value
for s with respect to profile M is defined as:

B(s|M) = 100× MS(s|M)−Min(M)
Max(M)−Min(M)

(3)

Binding values thus range from 0 to 100, giving an estimate of the likelihood
of a given sequence to represent a site recognized by the transcription factor, by
comparing it to the ”best” and ”worst” possible instances.

2.1 Predicting Transcription Factor Binding Sites

The main drawback of the use of profiles or similar techniques is the indepen-
dence assumption: in other words, in this model the nucleotides appearing at
any given position do not influence in any way the other positions of the sites, as
can be easily observed in reality. This fact, coupled with the usually low level of
conservation obtained in the profiles themselves, has the effect that on a typical
500-1000 bp sequence like a promoter (the region located immediately upstream
of the transcription start site of a gene) a very large number of false positive
matches are produced, making virtually impossible to obtain feasible results
from the analysis of a single sequence, also by extending the above approach to
the comparison of each nucleotide frequency in each position with a background
expected value.

One possible solution is to process a promoter by comparing it to promoters
obtained from homologous genes in other species, and check whether a putative
site matching a matrix is conserved by evolution. But, quite naturally, one cannot
expect to have every binding site in a promoter to be conserved in other species:
different studies, for example, have shown that a percentage of about 65-70%
of human sites are conserved in mouse (see [5] and references therein), and the
degree of conservation changes significantly according to the TF involved. Thus,
in this case, the problem becomes the opposite, that is, to have false negative
predictions.

Another solution is to build a dataset of sequences from co–regulated (by
the same TFs) genes: if the number of putative TFBSs for one or more TFs
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is found to be significantly higher than expected, then the TFs can be singled
out as possible regulators for the genes. Given a set of sequences, and a set
of profiles defining the binding specificity of a set of TFs, the usual strategy
can be summarized in the following steps: first, a relative matching threshold
τ (usually, 75%–85%) is chosen; then, for each available profile, the number of
matches above the threshold obtained in the sequences investigated and in a
random sequence set are computed; finally, the two match counts are compared,
and evaluated according to some measure of statistical significance.

The input sequence set can also in this case augmented with homologous se-
quences so to increase the signal to noise ratio. This strategy, that has been
implemented with a few differences in several algorithms (see among many oth-
ers [6,7,8]), has two main weak points. The first one is the pre–selection of a
unique matching threshold for all the matrices, that has strong implications on
the sensitivity and the specificity of the algorithms. For some matrices 85% is
too high a threshold, for others 75% yields a deluge of false positive matches.
The second is the choice of a random model to which the results are compared:
random sequences with oligo composition similar to real promoters can be con-
structed, or, alternatively a selection of random promoters can be taken. In both
cases, however, the definition of ”random” is far from being straightforward, and
can have significant impact on the reliability of the predictions.

The approach we present in this work mainly addresses the two problems just
mentioned. Our idea is that in most of the cases a set of promoters from co–
regulated genes of a given species is a sample of a sequence population, that is,
the collection of all the promoters (or a large number thereof) from the same
species. Starting from this idea, we propose a method that does not need a
matching threshold (and thus avoids the ”yes–or–no” decision at the base of the
current methods), and in which the ”random” model is constituted by the whole
set of promoters available.

3 The Algorithm

Let M be a profile obtained from the alignment of sites for a given TF, and
let S = {S1, S2, . . . , Sn} a very large set (or the whole collection) of promoters
of the same size from the same species of the TF. We first use the set S to
obtain the matching statistics of profile M . Let B(M, i) the highest scoring
binding value that can be obtained from sequence Si, on either strand, computing
according to Equation 3. Although picking only the best match in each sequence
disregards the fact that TFs can (and often do) have multiple sites within the
same promoter, we believe that the large number of sequences employed (usually
thousands) in this step can balance any negative effect on the performance of the
algorithm. The B(M, i) values can be used to obtain the mean and the standard
deviation of the matching values of M on the sequence set S, that we will denote
as μ(M,S) and σ(M,S).

Now, let P = {P1, . . . , Pk} be a set of k promoters of the same length and
species of S. P is indeed a sub–set of S: in other words, we have a sample from
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the population of the whole promoter set. We first compute the mean μ(M,P) of
the B(M, i) values of M over the sequence set P . Then, since P is a sample taken
from S, we can use a z–test to assess whether the difference between μ(M,P)
and μ(M,S) is statistically significant. That is, if the sequence set P is derived
from a set of genes co–regulated by a TF described by M , then we can expect
μ(M,P) to be significantly higher than its expected value μ(M,S). Let σ(M,P)
be the standard error of μ(M,P), that can be defined as:

σ(M,P) =
σ(M,S)√

k

where k is the size of the promoter sample. The z–score for matrix M , given the
sample P and the population S is thus given by:

z(M,P ,S) =
μ(M,P)− μ(M,S)

σ(M,P)

The z values follow a normal standard distribution: we can thus associate with
them a p–value estimating the significance of the difference between the sample
and the population mean by using the normal cumulative distribution function.

For any given species for which the whole genomic sequence with reliable gene
annotations are available (typically for human, rodents, fly and yeast, that are
nevertheless the most widely investigated species) and any matrix M available in
specific databases like TRANSFAC and JASPAR mean and standard deviation
values over the whole promoter sets can be computed beforehand for the most
typical sequence sizes (500–1000 bps). Then, given and input sample P from
genes suspected to be co–regulated, the algorithm computes the corresponding
mean and standard error values for the available profiles and ranks them in order
of significance. TFs whose associated p–value is significantly low are finally good
candidates to be co–regulators of the genes investigated.

In this way, we can bypass the need of pre–defining a score threshold for the
profile matches. Moreover, the same idea is suitable not only for profiles, but
also for any kind of descriptor built from a collection of sites.

4 Experimental Evaluation

To test the performance of the algorithm, we employed studies in which the
binding of a given TF to DNA was determined experimentally on large scale, with
techniques like Chromatin Immunoprecipitation (ChIP) on Chip. In particular,
we extracted those genes whose promoter (usually defined as the region 1000
bps upstream of the gene) was reported to be bound by the TF, using it as a
sample and comparing it to the ”universe” of the whole set of promoters from
the same organism: in the tests presented here, the regions upstream of the
transcription start site of the annotated human RefSeq genes, filtered to avoid
redundant sequences, resulting in more than 20,000 promoter sequences.

In mammals, there are five members of the NF-kB TF family, namely c-Rel,
RelA, RelB, NF-kB1, and NF-kB2, which share very similar binding sites (vari-
ations of oligo GGAAATTTC). We took from [8] a list 111 human genes regulated
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by NF-kB, for which we ran the algorithm on promoters of size 500 and 1000 by
using the 87 matrices available in the JASPAR database for vertebrate factors.
Unsurprisingly, in both cases the most significant matrices were NFKB, NFKB1,
REL and RELA (the four profiles available for members of the family, which are
very similar to each other), with p–values lower than 10−10. The next matrix in
the list was TBP (describing the TATA-box), with a much higher p–value of .002.
Clearly, this was a ”perfect” test, in which virtually all the input genes were ac-
tually co–regulated. In practice, what researchers have at their disposal are sets
of co–expressed genes, deriving for example from microarray experiments. Co–
expression does not imply co–regulation, and one can expect to have just subsets
of a co–expressed set of genes to be actually regulated by the same TF(s). Thus,
we assessed the performance of the algorithm by perturbing the original gene set
replacing genes with others picked at random from the human genome. For each
replacement value from 1 to 111 we chose at random the genes to be replaced
and the replacing genes 100 times. The results are summarized in Figure 2(a),
showing the percentage of times in which a matrix of the NF-kB family was
the most significant one reported by the algorithm at different perturbation lev-
els on promoter sequences of size 500. Quite strikingly, the algorithm identified
NF-kB profiles as the highest ranking (and significantly enriched) when more
than two thirds of the original genes were replaced by random ones, at very low
p–value thresholds. Moreover, the performance did not seem to be influenced by
the promoter size chosen (results for promoters of size 1000 were virtually the
same).

A similar set comprised 100 genes whose promoters were identified as target
of factor NRF-1 in human by ChIP on Chip [9]. For this test, we used the whole
collection of vertebrate matrices available at the TRANSFAC database (549 in
all, since JASPAR does not contain a profile for NRF-1, whose binds variations
of oligo GCATGCGC). In this case, the p–value obtained was much lower than in
the previous example (virtually zero for sequences of 500 and 1000 bps). Inter-
estingly enough, other matrices had significantly low p–values associated with
them, namely those deriving from sites bound by E2F and MYC. As a matter
of fact, the cooperation between NRF-1 and E2F in known for the regulation
of several genes [9], while the association of NRF-1 with MYC (whose binding
specificity is somewhat similar) has already been reported [10]. NRF-1 always
remained the highest scoring profile, with very low p–values, even at 75-80%
of perturbation (only one fourth of the genes were actually co–regulated, see
Fig. 2(b)).

These results are on the other hand complemented by low false positive rates:
on completely random sequence sets of the same size of the experiments just
presented the algorithm reported profiles with p–value ≤ 10−4 less than in 1%
of the cases, and less than 5% at 10−3. However, since the algorithm seems to be
able to detect TFs regulating small subsets of the genes, the fact that a few of
the genes picked at random were actually co–regulated could not be completely
ruled out.
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(a)

(b)

Fig. 2. Percentage of times in which the highest ranking profile belonged to the NF-kB
family (y axis, figure a) or NRF-1 (y axis, figure b), at different perturbation levels
(percentage of genes in the original set replaced by random genes, x axis), and at
different p–value thresholds (log10 of the p–value). See text for further explanations.

5 Conclusions

We introduced a novel method for the identification of over–represented TFBSs
in promoters from co–regulated genes. Our main contribution is the usage of
unfiltered matching scores coupled with the introduction of genome–wide statis-
tics for the assessment of the significance of the results. The results obtained in
the tests we presented, as well as many others that we had to omit for sake of
space, some of which are currently undergoing experimental validation, are very
encouraging. Clearly, the results depend also on the reliability of the profiles
employed, some of which are sometimes very poorly conserved (have a low infor-
mation content), and make virtually impossible a feasible discrimination of more
likely functional sites. However, the same algorithm can be applied as it is on
different and more involved models of TFBSs, like position–dependent matrices
or mixtures of matrices, or, vice versa, for the optimization of a descriptor or
the choice of the best model for a set of sites.
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Università degli Studi di Verona,

Strada le Grazie 15, 37134 Verona, Italia
{perina,cristanm,murino}@sci.univr.it

2 Dipartimento Materno Infantile e di Biologia-Genetica,
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Abstract. In the last years haplotype reconstruction and haplotype blocks
discovery, i.e., the estimation of patterns of linkage disequilibrium (LD)
in the haplotypes, riveted the attention of the computer scientists due to
the involved strong computational aspects. Such tasks are usually faced
separately; recently, statistical generative techniques permitted to solve
them jointly. Following this trend, we propose a generative framework
based on hidden Markov processes, equipped with two novel inference
strategies. The first strategy estimates finely haplotypes, while the sec-
ond provides a quantitative measure to estimate LD blocks boundaries.
Comparative real data results validate the proposed framework.

1 Introduction

Estimating haplotype1 frequencies becomes increasingly important in the map-
ping of complex disease genes, as large numbers of closely linked single nucleotide
polymorphisms (SNPs) can be genotyped. SNPs are single base pair differences
between individuals in a population. Association studies work on the premise
that SNP genotypes are correlated with a disease phenotype. Numerous studies
have shown that human genome contains regions of high linkage disequilibrium
(LD) with low haplotype diversity [1]: these regions are called haplotype blocks
or LD blocks, where LD is a non-random association of alleles between adjacent
loci. It is worth noting that SNPs or haplotype in LD blocks may serve as proxy
for causative alleles: therefore, an accurate study on the blocks diversity became
a key factor in genome wide association studies [2]. Unfortunately, allele phase of
multilocus genotype in unrelated individuals is unknown and haplotypes needs
to be reconstructed [3], before the discovery of haplotype blocks [4].
1 Haplotypes are combinations of DNA marker alleles in a single chromosome.
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In this paper, we propose a statistical framework aimed at the simultaneous
haplotype reconstruction and block discovery. Simultaneous statistical strate-
gies have been recently introduced [5]: the idea is to perform the two operations
iteratively, providing temporary solutions (reconstructed haplotypes and blocks)
which can be re-evaluated until a global data fitness criteria is met. Our frame-
work is based on a hidden Markov setting similarly to [5], drawn here more
correctly in terms of connection between fully non homogeneous hidden Markov
models (FNH-HMM); differently to what carried out before, we do not add any
a-priori knowledge (such as family data for reconstruction or block boundary
hotspots) because this knowledge is not always recoverable. Most important, we
introduce a simple way to reconstruct haplotypes and a novel inference to ro-
bustly individuate blocks. The idea is to first estimate from data relevant hidden
“ancestral” patterns, i.e. allele patterns which represent high frequency haplo-
types fragments. In this way, reconstructed haplotypes can be realized as the
most probable path among these ancestral patterns, mimicking biological theo-
ries [3]. Frequent splits and joins among paths indicates block boundaries. The
proposed strategy is compared with state-of-the-art methods and applied on real
data; biological results attest the goodness of the strategy.

The paper continues as follows: Sec.2 gives preliminary notions; Sec.3 explains
our framework and Sec.4 shows experimental results and draws some conclusions.

2 Preliminaries

2.1 Fully Non homogeneous Hidden Markov Model

Let us suppose to have a set O of J mono-dimensional observation sequences
{Oj}, j=1, . . . , J , of length N , formed by symbols from a finite vocabulary V .
Formally, a FNH-HMM (depicted in Fig.1a) is a set Θh of (hidden) parameters
({Ak,Bk,π}), i.e., a site-dependent transition matrix Ak ={amn

k } with amn
k =

P (Sk+1=n|Sk =m), 1 ≤ m,n ≤ L and k = 1, . . .N ; a site-dependent emission
matrix Bk = {bmk (v)} where bmk (v) = P (v|Sk = m), v ∈ V and an initial state
distribution π={πn}.

Assuming the learning of a HMM as known, we propose the learning of a
FNH-HMM as a modified version of the Baum-Welch algorithm (BW) [6] con-
sidered here as specialization of the Expectation-Maximization (EM) iterative
procedure [7]. In the FNH-HMM learning, the E-step consists in first calculat-
ing the standard forward and backward variables, paying attention that all the
transition and emission probabilities involved are site dependent (i.e., depen-
dent on k). From these variables key quantities can be obtained, such as the
conditional probability of two consecutive hidden states in an observation se-
quence at site k, i.e., P (Sk = m,Sk+1 = n|Oj) = ξk,j(m,n) and the conditional
P (Sk = m|Oj)=

∑L
n=1 ξk,j(m,n) = γk,j(m). In the M-step the parameters are

updated using these quantities. The transition Ak and the emission Bk matrices
are updated as follows:
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amn
k =

∑J
j=1 ξk,j(m,n)∑J

j=1

∑L
n=1 ξk,j(m,n)

bmk (v) =

s.t.xk=v∈V∑J
j=1 γk,j(m)∑J

j=1

∑L
n=1 ξk,j(m,n)

(1)

Differences with respect to the HMM framework are that here the statistics are
collected for each site k individually, i.e. no summation over k is present.

3 The Proposed Model: Connection Between
FNH-HMMs

In our framework, O is formed by J observation samples. Each sample represents
the genotype of the j-th human subject, i.e., a sequence of N allele pairs; each
k-th pair, k = 1, . . . , N , is formed by unordered variables {xk, yk} taking values
from {A,C,G, T }.

Assuming that in the samples every k-th SNP takes two symbols from two
hidden ancestral patterns, we instantiate two independent state variables sk and
tk that represent the k-th sites of such patterns 2. These variables take pattern
indexes values 1, . . . , L by considering a first-order Markov property, i.e. consid-
ering the states sk−1 and tk−1 (Fig.1c, step 1, Pattern choice)3. Then, to each
state is associated a probability of emission of a particular nucleotide symbol xk

and yk (Fig.1c, step 1, Symbols emission). Now, in order to simulate the allele
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TAGCTTTCGATCTAAGCTTAGCTGAT
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Symbols switch
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step 2A C G T
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Fig. 1. a) FNH-HMM and b) FNH-HMM double net: nodes in a solid box indicate
that they are replicated the number of times indicated in the bottom left corner;
point-dashed arrows mean 1-st order Markov dependency. Filled (unfilled) circles mean
observed (unobserved) random variables; dotted circle indicate the parameter set of the
variable linked by the arrow; c) SNPs generative process: the picture is divided in two
steps. Each step shows a portion of the process, drawn in an intuitive fashion (left)
and in a formal graphical way (right).

2 In the rest of the paper, we use indistinctively the terms states or patterns.
3 Choosing the “right” L is an unsolved issue in this context; driven by biological

issues, and setting 7 ≤ L ≤ 15, very similar results have been achieved.
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phasing that produces the final SNP pair, we add a switch variable mk that de-
cides the order of the alleles (Fig.1c, step 2, Symbols switch). We call this model
FNH-HMM double net.

The joint distribution of the model over the samples is
∏J

j=1 Pj({xk,yk,mk,
sk,tk}), k = 1, . . . , N . Its factorization mirrors formally the above mentioned
generative process, with a simplification done to make the learning process
tractable. First of all, it is reasonable to consider samples as i.i.d. generated;
so, in the following, we consider only the joint distribution P over a single sam-
ple, which can be written as:

P = P (x1, y1|m1, s1, t1)P (m1|s1, t1)P (s1)P (t1)·∏N
k=2 P (xk, yk|mk, sk, tk)P (mk|sk, tk)P (sk|sk−1)P (tk|tk−1)

Here we note that each sample is considered as formed by two independent
fully non homogeneous hidden Markov processes of states sk and tk, coupled
at the level of the emission probability P (xk, yk|mk, sk, tk) plus the presence of
the phasing distribution P (mk|sk, tk). The emission distribution can be further
factorized, making clear the meaning of the switching variablemk ∈ {0, 1}, which
determines the phase of the chromosome pair {xk, yk}. If mk = 1, the state sk

(tk) generates symbol xk (yk), viceversa if mk =0; in formulae this becomes

P (xk, yk|mk, sk, tk) = (P (xk|sk)P (yk|tk))mk(P (yk|sk)P (sk|tk))1−mk (2)

Finally, in order to ease the learning step, P (mk|sk, tk)= P (mk), i.e., we assume
the switching variable only dependent on the sample site k.

The learning step, performed by a generalized EM, consists in iteratively
evaluating for each k the parameters of 1) the switch distributions P (mk), which
permit to estimate haplotypes; 2) the emission distributions P (·|sk), P (·|tk), and
the transition distributions, which are useful to estimate haplotype blocks. In
Eq.1 we show how to find the transition and the emission parameters; in [5],
Sec.3.1, the update of P (mk) is shown.

After the model learning, the haplotype reconstruction strategy consists in eval-
uating for each sample Oj the related probability values of the masks P ({mk}).
If at site k P (mk) < 0.5, then the input order of the allele couple is < xk, yk >,
otherwise it is switched. This provides two haplotypes for each genotype Oj.

As written above, the hidden patterns 1, . . . , L model ancestral haplotype
sequences which are fragmented and blocks-recombined in the human history,
producing all the observed haplotypes. As first step toward the block discov-
ery, we estimate, for each reconstructed haplotype sequence, the most probable
pathway through these hidden patterns. This is done with a non-homogeneous
version of the Viterbi algorithm applied on the learned model, designed with
the same intuition used in the learning step (i.e., paying attention to use site
dependent transition and emission parameters). All the Viterbi paths are then
disposed on a lattice L×N (Fig.2a). In this way, at each allele site k we can dis-
tinguish Wk distinct paths, each one of them indicated with wk(i), i = 1, . . . ,Wk;
‖ wk(i) ‖ indicates the number of haplotypes traversing wk(i) (see Fig.2b).

We are now able to perform blocks discovery. The idea is that if two paths
wk(i) and wk(i′) do join, they represent two sets of haplotypes which have highly
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Fig. 2. Toy example (J=4 haplotypes): a) Viterbi paths b) paths over the lattice struc-
ture; note that b) is projection of a) over the SNPs-“Pattern Number” plane. c) Ω plot:
between sites 6 and 7 there is a boundary “stronger” than the one present between
sites 12 and 13.

different haplotype fragments up to k, becoming similar after site k; therefore,
a block boundary exists between k and k+ 1. Similar reasoning holds for a split
site (see Fig.2b). We translate this intuition with the boundary presence strength
measure Ω(k, k + 1) ∈ [0, 1), which models the existence of a block boundary
between sites k and k + 1, which is

Ω(k, k + 1) = 1Join(k)G(k) + 1Split(k + 1)G(k + 1) (3)

where 1Join(k) (1Split(k + 1)) equals 1 when a join (split) is present at time k
(k + 1), and G(·) is the Gini index [8]

G(k) = 1−
∑

i=1...Wk

(
‖ wk(i) ‖
Wk

)2
(4)

Gini index can be used to describe whether a graph join or split is well balanced
or not. For example, a split at site k is well balanced if the cardinalities {‖ wk ‖}
of the child paths {wk} are similar; the idea is that the higher is Ω(k), the more
likely is the presence of a block boundary between site k and k + 1; viceversa, a
low Ω(k) means that in the join (split) site k, a dominant path (i.e., with a high
number of haplotypes associated) merges (splits) with one ore more irrelevant
paths (see Fig.2b). Given a threshold τΩ we can assign a block boundary to the
site k when Ω(k) > τΩ ; in all the experiments we set τΩ = 0.2.

4 Experimental Results

Our framework has been tested on different data sets; here we report two ex-
plicative tests. For what concerns the initialization, no a-priori knowledge has
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Table 1. Haplotype frequencies obtained with a training set composed by 60 geno-
types of 25 SNPs. FNH-HMM double net reports the mean values over more than 100
experiments.

Haplotypes Haplotype Frequencies
Groundtruth Phase FNH-HMM double net

C A C G C C C T A T G T T A G A C T C A G G T T A 0.475000 0.4760 0.475000
C G T A T G C T A T G T C G G A C T C T A A C A A 0.183333 0.1833 0.176655
C G T A T G C T A T G T C G G A C T C A A G C T A 0.116667 0.1167 0.109999
G A C G T C C T A T G T C A G A C T C A A G C A A 0.066667 0.0667 0.066667
C A C G C C C C A T G T T A G A C T C A G G T T A 0.058333 0.0583 0.056754
C A C G T C C T A T A T C G G A C T C A A G C T A 0.041667 0.0407 0.039054
C G T A T G C C A T G T C G G A C T C T A A C A A 0.025000 0.0250 0.018000
C A C G C C C T A T G T T A G A C T T A G G T T A 0.016667 0.0157 0.014444
C G T A T G C T A T A T C G G A C T C A A G C T A 0.008333 0.0083 0.007566
C A C G C C C T A T G T T A G A C C C A G G T T A 0.008333 0.0083 0.006454
C A C G T C C T A T A T C G G A C T T A A G C T A - 0.0010 -
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Fig. 3. a) Viterbi paths (top) and correspondent Ω plot (bottom). Splits/Joins are
indicated with yellow rectangles; block boundaries are shown with a bar; b) pairwise
LD table: D’ (left diagonal elements) and r2 (right diagonal elements) values confirm
block boundaries found with our method.

been used, i.e., for every site k, transition matrices {Ak} have been initialized
to favor staying in the same state(aii

k > 0.5) while mask distributions P (mk)
have been initialized uniformly to 0.5.

The first data set is taken from the HAPMAP project (www.hapmap.org) on
chromosome 7 from SNP marker rs323917 to SNP rs324375. In table 1 we show
haplotype reconstruction results. Please note that our approach obtains results
comparable with Phase [3], which is the best algorithm for haplotype recon-
struction. Its computational complexity ranges from O(N2) to O(N3), while our
method is O(L2N). Moreover, Phase is built on a (visible) Markov model of
variable order, and does not perform blocks discovery, while our method is built
on a (hidden) first-order Markov model and it performs blocks discovery. In this
sense, we believe that augmenting the order of the (hidden) Markov process can
improve the overall performances.

Blocks discovery results are shown in Fig.3; in Fig.3b the Pairwise LD table
[4] is reported4, where the pairwise measures D′ (Fig.3b - left diagonal elements)
and r2 (Fig.3b - right diagonal elements) summarize the Linkage Disequilibrium
in the region; high D′ or r2 values indicate in position m,n a block relation

4 Pairwise LD table is a widely used method for block-discovery, that needs exact
haplotypes to accurately estimate blocks, scarcely robust to reconstruction errors.
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Fig. 4. a) Viterbi paths over the ancestral patterns. No splits or joins are present.

between the site m and n. The table, built using exact reconstructed haplotypes
with a-priori knowledge, confirms our results.

The second data set used consists of 11 SNPs taken from interlukin-1 cluster
on human chromosome 2q12-2q14 presented in [9]. In figure 4, are all depicted
the paths over the ancestral patterns inferred after the model training. No splits
or joins are present, thus only a haplotype block is present here, as confirmed by
a-priori knowledge on the data. Haplotype reconstruction results are optimal,
but not reported here due to the lack of space.
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Abstract. Protein fold recognition is an important problem in molecu-
lar biology. Machine learning symbolic approaches have been applied to
automatically discover local structural signatures and relate these to the
concept of fold in SCOP. However, most of these methods cannot handle
uncertainty being therefore not able to solve multiple prediction prob-
lems. In this paper we present an application of the symbolic-statistical
framework PRISM to a multi-class protein fold recognition problem. We
compare the proposed approach to a symbolic-only technique and show
that the hybrid framework outperforms the symbolic-only one in terms
of predictive accuracy in the multiple prediction problem.

1 Introduction

Proteins form the very basis of life. They are responsible for regulating a variety
of activities in all known organisms, from replication of the genetic code to trans-
porting oxygen or regulating the cellular machinery. Proteins accomplish their
task by three-dimensional tertiary and quaternary interactions between vari-
ous substrates such as DNA and RNA, and other proteins. Therefore knowing
the structure of a protein is an essential prerequisite to gain a thorough under-
standing of the protein’s function. However, once the protein sequence has been
determined, deducing its unique three-dimensional native structure is a very
hard task. For this reason, many efforts have been made to develop methods for
predicting proteins’ structure given their amino acid sequence. Important com-
petitions such as CASP and CAFASP2 [1] have given rise to many computational
methods for the protein structure prediction problem. Despite the large amount
of effort expended, the protein folding or protein structure prediction problem
remains largely unsolved. Thus, there is strong motivation to continue working
on the many remaining open problems that the protein structure modeling area
poses.

Protein folding is the process by which a protein assumes its characteristic
functional shape or tertiary structure, also known as the native state. All protein
molecules are linear heteropolymers composed of amino acids and this sequence
is known as the primary structure. Most proteins can carry out their biologi-
cal functions only when folding has been completed, because three-dimensional
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shape of the proteins in the native state is critical to their function. A partic-
ular fold is adopted by a certain protein sequence/structure following several
constraints which can be local or global. Local signatures, which are those dealt
with in this paper, relate to a short region that may involve a particular sequence
or arrangement of secondary structures. Structural signatures are hard to classify
and although several automated methods have been proposed, knowledge about
structural signatures depends primarily on human expertise. However, with the
increase of the number of protein structures, intensive efforts have been made
for the development of automated methods.

In the field of machine learning, approaches such as artificial neural networks
or hidden markov models have been applied successfully to several problems
of molecular biology [2]. However most of these techniques, being not able to
model long range interactions, have had their best results on sequence data,
while the problem of dealing with the three-dimensional structure has not been
tackled very much. On the other side, symbolic approaches based on first-order
logic representations have the power to deal with such complex domains and
are very suitable to model rich structures and relations between objects. One
of these approaches is ILP (Inductive Logic Programming) [3] that learns rules
from examples and background knowledge. This technique, being able to model
relations, has been applied successfully to some problems in structural molecular
biology [4]. However, a major drawback of this symbolic approach is the limited
ability to handle uncertainty. Rules in ILP are deterministic and there is no way
to handle the uncertainty that may characterize a certain problem.

In this paper, we consider a previous study [5] in the protein folding area
that uses ILP to automatically discover structural signatures of protein fold
and function. A problem that arises in this previous work is that of multiple
predictions, i.e. an example which represents a protein domain is predicted to be
in several folds. We apply to the same problem the symbolic-statistical framework
PRISM [6] in order to solve the multi-class classification problem and show
that the hybrid approach outperforms the symbolic one in terms of predictive
accuracy.

The paper is organized as follows. In Section 2 we report a brief introduction
of ILP and its application on the structural signatures performed in [5]. Section
3 presents PRISM as a symbolic-statistical framework. Section 4 presents the
modeling of the problem in [5] in the framework PRISM and the experiments.
Section 5 contains conclusions and future work.

2 Multi-relational Learning for Structural Signatures of
Proteins

Multi-relational data mining applications in biological domains [4] have exploited
the expressive power of logic to represent complex structures. As pointed out in
[5], since structures consist of interactions among objects and sub-structures
and since ILP is suitable to learn logical representations, it can be applied to
problems encountered in protein structure. Moreover, one of the most powerful
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advantages of ILP is that of using background knowledge and since great amount
of knowledge has been gathered during years of research on protein structure, all
this expert knowledge can be used in ILP to discover principles of protein fold.
Another advantage of ILP is that rules are amenable to human interpretation.

In ILP, the model learned from the data is a set of rules. The data consist of
the examples, while the background knowledge expresses what the expert already
knows about a certain problem. An application of ILP to automatically discover
the structural signatures of protein folds and function has been presented in
[5]. In this work sets of rules were learned for each protein fold, in particular
59 signatures (rules) were learned from 20 populated folds. Positive examples
were derived from SCOP [7] by selecting representative domains for the fold
under study while the negative examples were derived by selecting domains
from different folds of the same class where the classes are all-α, all-β, α/β
and α + β. For each positive and negative example, it was derived structural
information (attributes such as total number of residues), relational information
(adjacency of the secondary structure) and local information (such as average
hydrophobicity of each secondary structure element and the presence of proline
residues). In the following, we show part of the background knowledge that is
used in the experiments to represent the three-dimensional structure information
of the protein domains which represent the examples for the learning task.

adjacent(D, A, B, Pos, TypA, TypB): this predicate indicates that the
secondary structures A and B are consecutive. Furthermore, their respective
types are TypA and TypB each of which can be one of the known types of
secondary structure. Pos is the serial number of the secondary structure element
A. Helices and strands are numbered separately.

coil(A,B,Length): bounds Length to the length of the loop between secondary
structures A and B or is true if loop has Length ±50%. A brief description of
two of the signatures (rules) learned is given below, consisting of the Prolog
representation and the corresponding translation in English where the symbol
”:-” stands for ”if. . . then. . . ”.

Rule (lambda repressor): The protein is between 53 and 88 residues long. Helix
A at position 3 is followed by helix B. The coil between A and B is about six
residues long.

fold(’lambda repressor’, X) :- total length (53 < X < 88), adjacent(X, A, B,
3, h, h), length loop(A, B, 6).

Rule(Rossman fold): Strand A at position 1 is followed by helix B. Strand C
at position 6 is followed by helix D. The length loop between A and B is about
one residue long.

fold(’NAD(P)-binding Rossmann-fold’, X) :- adjacent(X, A, B, 1, e, h), adja-
cent(X, C, D, 6, e, h), length loop(A, B, 1).
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Since protein folding is a complex phenomenon, a problem that arises in [5]
are multiple predictions. Many examples are predicted to be in different folds
i.e. signatures of different folds explain the same example. For instance, the
protein domain ”d1hslb ” is predicted to be in three folds: ”DNA-binding 3-
helical bundle”, ”Periplasmic binding protein-like II” and ”beta-Grasp” while
in fact it belongs only to the fold ”Periplasmic binding protein-like II”. A large
number of examples are involved in the multiple prediction problem hence a
ranking mechanism is needed so that different folds can have different importance
towards an example. We decided to use probability to model the uncertainty that
arises when multiple predictions exist. On the other side, we want to preserve the
expressive power of logical representations. Therefore, we need a framework that
is able to provide expressive power and uncertainty handling. PRISM provides
both the logic language and the ability to incorporate probability in logical
descriptions. Moreover, providing learning capabilities for estimating parameters
from observations (examples), it represents a suitable framework to deal with
uncertainty when classifying examples with multiple potential predictions.

3 The Symbolic-Statistical Framework PRISM

PRISM (PRogramming In Statistical Modeling) [6] is a symbolic-statistical mod-
eling language that integrates logic programming with learning algorithms for
probabilistic programs. PRISM programs are not only just a probabilistic ex-
tension of logic programs but are also able to learn from examples through the
EM (Expectation-Maximization) algorithm which is built-in in the language.
PRISM represents a formal knowledge representation language for modeling sci-
entific hypotheses about phenomena which are governed by rules and probabil-
ities. The parameter learning algorithm [8], provided by the language, is a new
EM algorithm called graphical EM algorithm that when combined with the tab-
ulated search has the same time complexity as existing EM algorithms, i.e. the
Baum-Welch algorithm for HMMs (Hidden Markov Models), the Inside-Outside
algorithm for PCFGs (Probabilistic Context-Free Grammars), and the one for
singly connected BNs (Bayesian Networks) that have been developed indepen-
dently in each research field. Since PRISM programs can be arbitrarily complex
(no restriction on the form or size), the most popular probabilistic modeling for-
malisms such as HMMs, PCFGs and BNs can be described by these programs.

PRISM programs are defined as logic programs with a probability distribu-
tion given to facts that is called basic distribution. Formally a PRISM program
is P = F ∪ R where R is a set of logical rules working behind the observations
and F is a set of facts that models observations’ uncertainty with a probabil-
ity distribution. Through the built-in graphical EM algorithm the parameters
(probabilities) of F are learned and through the rules this learned probability
distribution over the facts induces a probability distribution over the observa-
tions. As an example, we present a hidden markov model with two states slightly
modified from that in [8]:
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values(init,[s0,s1]). % State initialization
values(out( ),[a,b]). % Symbol emission
values(tr( ),[s0,s1]). % State transition

hmm(L) :- % To observe a string L
str length(N), % Get the string length as N
msw(init,S), % Choose an initial state randomly
hmm(1,N,S,L). % Start stochastic transition (loop)

hmm(T,N, ,[ ]) :- T > N,!. % Stop the loop
hmm(T,N,S,[Ob Y]) :- % Loop: current state is S, current time is T

msw(out(S),Ob), % Output Ob at the state S
msw(tr(S),Next), % Transit from S to Next.
T1 is T+1, % Count up time
hmm(T1,N,Next,Y). % Go next (recursion)

str length(10). % String length is 10
set params :- set sw(init, [0.9,0.1]), set sw(tr(s0), [0.2,0.8]), set sw(tr(s1),
[0.8,0.2]), set sw(out(s0),[0.5,0.5]), set sw(out(s1),[0.6,0.4]).

The most appealing feature of PRISM is that it allows the users to use ran-
dom switches to make probabilistic choices. A random switch has a name, a
space of possible outcomes, and a probability distribution. In the program above,
msw(init,S) probabilistically determines the initial state from which to start by
tossing a coin. The predicate set sw( init, [0.9,0.1]), states that the probability
of starting from state s0 is 0.9 and from s1 is 0.1. The predicate learn in PRISM
is used to learn from examples (a set of strings) the parameters (probabilities of
init, out and tr) so that the ML (Maximum-Likelihood) is reached. For example,
the learned parameters from a set of examples can be: switch init: s0 (0.6570),
s1 (0.3429); switch out(s0): a (0.3257), b (0.6742); switch out(s1): a (0.7048),
b (0.2951); switch tr(s0): s0 (0.2844), s1 (0.7155); switch tr(s1): s0 (0.5703), s1
(0.4296). After learning these ML parameters, we can calculate the probability of
a certain observation using the predicate prob: prob(hmm([a,a,a,a,a,b,b,b,b,b])
= 0.000117528. This way, we are able to define a probability distribution over the
strings that we observe. Therefore from the basic distribution we have induced
a probability distribution over the observations.

4 PRISM Modeling of Structural Signatures

What we need to model in PRISM the structural signatures of protein domains
is a set of rules and a set of facts with a probability distribution over them.
The set of 59 rules learned in [5] can be used without any changes. We have to
define the random switches and learn for them a probability distribution which
models the uncertainty about the protein domains for their classification. In
the predicate adjacent(D, A, B, Pos, TypA, TypB) that is used as background
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knowledge, we define a random switch that probabilistically assigns the values e
or h (strand or helix) to TypA. What we have modeled in this way is a probability
distribution over secondary structures that are of type e or h. Therefore after
learning the parameters for this random switch we have two values that represent
the probability that a secondary structure is of type e or h in the dataset of
training. Another random switch that we define is that based on the length of
the secondary structure. This represents the probability that a certain secondary
structure has a certain length. The possible values of the length of the secondary
structure define the space of possible outcomes for this second random switch.

We used as training data the dataset used in [5] and performed the experi-
ments in PRISM version 1.10 through a 5-fold cross-validation on 381 examples.
After learning the parameters for the two random switches we calculated the
probability for each of the observations. Now we explain how these probabilities
can be used to solve the problem of multiple predictions. In multi-relational data
mining, cases of multi-class classifications are treated by assigning a test exam-
ple with multiple predictions to the fold which covers the maximum number
of examples. For example, if for the fold ”DNA-binding 3-helical bundle” have
been learned 4 rules which together cover (explain) 74 training examples and for
the fold ”Periplasmic binding protein-like II” have been learned 3 rules which
together cover 30 examples, then the protein domain ”d1hslb ” is assigned to
the fold which covers more examples. In this case the prediction is wrong since
the protein domain ”d1hslb ” in reality belongs to the fold ”Periplasmic binding
protein-like II”. If the number of the examples covered by the folds is equal, the
example is assigned randomly. This has proven to be not an optimal solution
and generally has produced low predictive accuracy in multi-class classification
problems. In order to model the uncertainty of which fold to choose in case of
multiple predictions we use the probabilities of the observations that we compute
in PRISM. We sum the probabilities of the observations (training examples) that
belong to the same fold. In this way we rank the folds with a probability instead
of the number of the examples covered and in case of a multiple prediction for an
example of testing we assign the example to the fold with a greater probability.

We have performed two experiments. In the first we used as a classification
criterion the number of covered examples for each fold, i.e. examples with mul-
tiple predictions (covered by rules belonging to different folds) were assigned
to the fold with the greatest number of covered examples. While in the second
experiment we used the probability of each fold to solve multiple predictions,
i.e. an example with multiple predictions was assigned to the fold with the high-
est probability. Table 1 contains the results of these experiments. Each column
corresponds to one of the datasets in the 5-fold cross-validation and contains for
each row the test results, i.e. number of correct classified examples towards the
number of all the examples of testing. The number of examples with multiple
predictions is about 63 % of the total number of examples.

As we can see from the table, in the Experiment 2 where we used the system
PRISM and modeled the uncertainty with the probabilities of the observations,
we obtained a predictive accuracy of 65,35 % towards 49,6 % of the Experiment
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Table 1. Results of the 5-fold cross-validation

Dataset 1 Dataset 2 Dataset 3 Dataset 4 Dataset 5 Overall

Exp. 1 37/76 34/76 45/76 40/76 33/77 189/381

Exp. 2 54/76 50/76 51/76 52/76 42/77 249/381

1 where we do not use probabilities. The difference in predictive accuracy is sig-
nificant at the 0,005 level in a paired t-test. Analyzing the experiments’ results,
we observed that the significant difference in accuracy among the two experi-
ments is due to the fact that for many examples with multiple predictions, their
classification in the fold with the greatest probability was correct. This shows
that fold’s probability provides a more principled and robust method for han-
dling the uncertainty of multiple predictions against the fold’s number of covered
examples.

The experiments validate our approach of handling the uncertainty of multiple
predictions through fold probabilities. Using PRISM it was possible to learn fold
probabilities from observations (training examples) and therefore better identify
the most probable fold for a test example with multiple predictions. What we
have learned from this application is that hybrid symbolic-statistical approaches
can solve problems for which single symbolic approaches fail, such as problems
where uncertainty must be dealt with.

5 Conclusions and Future Work

In this paper we have applied the symbolic-statistical framework PRISM to a
multi-class protein fold recognition problem. We have exploited the ability of
PRISM to represent proteins’ three-dimensional structures through logic pro-
grams and to model the uncertainty about observations through learning switch
probabilities. In dealing with a multi-class prediction problem we have used prob-
ability of protein folds to correctly classify test examples with multiple predic-
tions. We have shown that the proposed method outperforms the symbolic-only
approach in terms of predictive accuracy. This is to the best of our knowledge
the first application of the framework PRISM to a problem of protein folding
and multi-class prediction.

As future work we intend to apply PRISM to other datasets for protein fold
recognition problems. We believe that PRISM, having the expressive power of a
logic-based language and the ability to deal with uncertainty in a robust manner
through EM based learning algorithms, provides a valid framework for dealing
with structural domains with intrinsic uncertainty. Moreover, we intend to eval-
uate the performance of our approach towards other methods that have been ap-
plied to multi-class classification problems such as support vector machines and
neural networks [9] which are among the state-of-the-art discriminative methods
that have produced accurate results for the multi-class protein fold recognition
problem.
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Abstract. The application of genome-wide approaches to the molec-
ular characterization of cancer was investigated, identifying footprints
that can potentially assist in the subclassification of tumors in order to
contribute to diagnosis and clinical management of patients. High res-
olution DNA copy number analysis by single nucleotide polymorphism
mapping array technology has been widely applied to study copy num-
ber aberrations and to distinguish among different loss of heterozigos-
ity mechanisms associated with or without copy number changes in tu-
mors. However, assessment of statistically significant common aberra-
tions across the whole data set or a subset of tumor samples is still an
open problem. Therefore, we adapted the recently developed STAC al-
gorithm, previously applied to comparative genomic hybridization data,
to identify common copy number aberrations in renal carcinoma sam-
ples using Affymetrix 100K SNP arrays. SNP copy number data were
processed by a homebrew pipeline implemented in R and analyzed using
STAC.

Keywords: SNP, copy number, SNP mapping array, aberration.

1 Introduction

Knowledge of DNA copy number aberration (CNA) can have a significant role
in clinical management of oncological diseases. Many studies observed that some
chromosomal gains and losses are related to cancer progression and that asso-
ciation with prognosis has been found for a variety of tumor types [1,2]. High
resolution DNA copy number analysis using Affymetrix GeneChip R© SNP map-
ping technology has been widely employed to study CNA and to distinguish
between different loss of heterozigosity (LOH) mechanisms associated with or
without copy number (CN) changes in tumors [3,4]. Many reports demonstrated
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the usefulness of GeneChip R© Human Mapping SNP arrays to reveal LOH and
allelic imbalances associated with clinical features in many tumor types [5,6].

SNP data can be used either to analyze genome-wide genomic profile of a
single patient or to find common patterns of CNA in a tumor sample set using
freely available software such as dChip [7] , CNAG [8], SNPscan [9], Ideogram-
Browser [10] and CNAT (http://www.affymetrix.com/products/software/
specific/cnat.affx). A major limitation is related to the lack of computa-
tional approaches to calculate common patterns or specific genomic footprints
of CNA among multiple samples. Although dChip provides common LOH pat-
terns associated to a score, to our knowledge no statistical methods are available
to analyze CN profiles from multiple Affymetrix SNP arrays. Recently, a new
statistical method (STAC) was proposed to perform multi-array analysis on ar-
ray CGH data and to identify a consistent aberrations across multiple samples
[11]. This algorithm tests the significance of frequency of aberration at prede-
fined marker locations (which can span from one megabase to full-length BAC
clones) across the whole sample set, determines the significance of the statistics
and assigns a p-value to each location on the genome using a multiple testing
corrected permutation approach.

We used the STAC algorithm as statistical approach to find common regions
of CN gain or loss across a collection of 27 renal cell carcinoma (RCC) samples
analyzed using Affymetrix 100K SNP arrays. We implemented a data processing
pipeline to find common regions of CNA and specific footprints in subsets of
RCC tumor samples using an unsupervised approach.

2 Methods

SNP Copy Number Aberrations Profiling

The combination of data from two GeneChip R© Human Mapping 50K Xba
and 50K Hind arrays, referred to as 100K SNP mapping array set, allowed the
genotyping of 116,204 individual SNPs. 27 RCC tissue samples (tumor) and
the corresponding blood samples (normal) were analyzed to produce CNA pro-
files. Genomic DNA from paired RCC samples were prepared for genome-wide
SNP mapping analysis using both GeneChip R© Human Mapping 50K Xba and
50K Hind assay kits (Affymetrix), according to the manufacturer’s protocols.
Briefly, 250 ng genomic DNA was digested separately with Xba I and Hind III
restriction enzymes, ligated to synthetic adapters and amplified by PCR using
a universal primer that anneals to the adapter sequence. After hybridization on
GeneChip R© arrays, fluorescent images of microarrays were acquired using the
GeneChip R© Scanner 3000 and analyzed with GTYPE 4.0 (Affymetrix) for quan-
tification of signal intensities and assignment of genotype calls for each SNP. To
obtain SNP copy number values for each sample, we used the dChip2006 soft-
ware (http://dchip.org). At the same time, we used the IdeogramBrowser soft-
ware (http://www.informatik.uni-ulm.de/ni/staff/HKestler/ideo/) with
CNAT 3.0 copy number data from the 27 tumor samples, using genomic

http://dchip.org
http://www.informatik.uni-ulm.de/ni/staff/HKestler/ideo/
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smoothed copy number value (GSA-CN) as display value. To identify common
regions of CN gain or loss across the whole sample set we set the following tun-
able parameters: filtering method set as pre-filtering, lower and upper bound
at 1.35 and 3 respectively, minimal DNA region length equal to 0.5 megabases
(Mb), group limit at 3, consensus mode at 3.

SNP Copy Number Data Processing

In order to use SNP copy number data from each tumor sample for analysis with
STAC, we implemented a data processing pipeline comprising 3 main steps:

1. CN smoothing process using Kernel regression smoothing function with
global plug-in bandwidth selection fixed at 1Mb (glkerns function of lokern
R package, freely available at http://www.sourcekeg.co.uk/cran/src/
contrib/Descriptions/lokern.html). Starting from CN values of a single
SNP, we assigned a CN value to genomic regions of 1Mb (“nodes”). Using the
Human Genome NCBI Build 35.1 annotation, we ordered SNP copy number
data according to the corresponding SNP chromosome position, and con-
verted them to smoothed CN scores, using the glkerns regression smoothing
function applied to each chromosome [12]. We produced a table reporting
2,858 nodes across all 22 autosomes and their corresponding smoothed CN
values for tumor and normal samples.

2. Categorization of CN values. CN values for each node were associated
to gain or loss classes as follows: in “Gain” class, each node with CN > 2
was flagged with 1(presence) otherwise with 0 (absence); in “Loss” class,
each node with CN < 1.8 was flagged with 1 (presence), otherwise with 0
(absence).

3. Application of STAC to gain and loss data to identify common
CNA and specific footprints . Due to STAC requirements, we processed
gain and loss binary data separately and performed analysis for single chro-
mosomes. Briefly, STAC identified aberrant genomic regions as series of con-
secutive 1s and, performing permutations, calculated their statistical sig-
nificance (p-value) across the entire dataset by two robust statistics: the
frequency and footprint statistic. We performed 10,000 permutations and
we set footprint and frequency statistic thresholds at p-value < 0.05. Tables
for gain and loss statistics for each chromosome were combined in a single
data set comprising nodes, frequency p-value, footprint p-value and chro-
mosome. Nodes were linked to corresponding chromosomal cytobands with
the UCSC database (http://genome.ucsc.edu) for further bioinformatical
investigation.

All the processing steps were implemented in R (http://www.r-project.org).

3 Results

We combined GeneChip R© 50K Xba and 50K Hind array data and performed
pairwise comparisons (tumor tissue vs blood control) on the entire dataset.

http://www.sourcekeg.co.uk/cran/src/contrib/Descriptions/lokern.html
http://www.sourcekeg.co.uk/cran/src/contrib/Descriptions/lokern.html
http://genome.ucsc.edu
http://www.r-project.org
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Fig. 1. Frequency of SNP copy number gain (CN≥ 2.1, red bars) and loss (CN≤
1.8, blue bars) were calculated over all the 27 tumor samples by dChip2006 software.
Percentages were displayed for each chromosomal arms (chromosome from 1 to X; in
each chromosome, vertical dotted line divides p arm from q arm).

Using dChip2006, we plotted the frequencies of SNP copy number gain and
loss occurring along each chromosome over all the 27 tumor samples, obtain-
ing a global indication of the most frequent affected chromosomes and type of
aberrations (Fig. 1). Specifically, all chromosomes showed both occurrence of
CN gain and loss and principally the number of CN gain for each chromosomal
arm was greater than that of CN loss, with the exception of chromosomes 1p, 3p
and 22q where CN loss was the most frequent alteration. Considering only CN
gain, the most affected chromosomes were chromosomes 5 (19 out of 27 samples,
70%), 4, 7, 11 and 12 (10 out of 27 samples, 40%); considering only CN loss, the
most frequent altered chromosome was 3 (5 out of 27 samples, 20%).

Analysis of SNP array data with IdeogramBrowser allowed interactive visu-
alization of all chromosomes simultaneously for all samples. Individual chromo-
some inspection allowed the identification of common regions of CNA in the
tumor dataset, as showed for loss regions on chromosome 1 and gain regions on
chromosome 5 (Fig. 2). This analysis confirmed the heterogeneous distribution
of CNA in all chromosomes, making the setting of tunable software parameters
difficult. However, it allows a detailed exploration of aberrant regions in terms
of cytobands, genomic length and associated genes.
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Fig. 2. IdeogramBrowser visualization of chromosome 1 (left) and chromosome 5
(right). Red lines indicate regions of CN gain for each sample, and green lines show re-
gions of CN loss. Genes are marked with blue bars on the right hand side of chromosomes.

Combining our data processing and STAC analysis we found many signifi-
cantly amplified or deleted chromosomal regions, common to a number of sam-
ples ranging from 6 to 12. The length of these aberrations was variable, with
some chromosomes affected in one single node (1Mb) and other showing amplifi-
cations or deletions in more than three nodes (more than 3Mb). Specifically, on
chromosome 1 and 5, we observed a specific footprint of common CN loss and
gain regions, respectively (Fig. 3).

Thus, common CNA patterns were identified by an analysis without any user-
tunable threshold bias. Such modified STAC analysis allowed us to identify a
subset of patients carrying novel genomic aberrations never previously observed
in this type of tumor. Finally, taking advantage of a robust statistical approach
we found common aberrant regions which were in agreement with data obtained
from dChip or IdeogramBrowser.

4 Discussion and Conclusions

dChip2006 is a multi purpose tool for the analysis of Affymetrix GeneChip R©
microarray data, to perform high-throughput analysis of RNA and DNA profiles
with either supervised or unsupervised methods. It is also one of the most used
for SNP array data analysis [3], [13]. However, it has some limitations with
regards to DNA copy number analysis, because it does not provide a statistical
evaluation for common aberrant genomic regions. Therefore, due to the amount
of genomic aberrations present in our RCC data set, it was impossible to extract a
common CNA pattern affecting specific chromosomal regions. On the other hand,
IdeogramBrowser, which is a novel open source software specifically designed to
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Fig. 3. STAC statistics visualization for chromosome 1 (left) and 5 (right). Samples
are listed vertically. For each equally spaced node (placed horizontally), black dots
represent the presence of an aberration, lines represent intervals of aberration, grey
bars show frequency and footprint confidence. The chromosome is represented from p
to q arm (left to right).
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deal with Affymetrix SNP array data, provided a very useful visualization of
common aberrant regions for multiple samples. There are several user-adjustable
parameters to identify common aberrant regions, which could unfortunately lead
to an improper analysis due to operator bias. Both dChip2006 and Ideogram
Browser can display an interactive, virtual karyotype of multiple samples with
direct links to GeneCards and the NCBI genomic database. However, neither
provided a statistical based testing to identify common aberrant regions.

As a consequence, we have proposed a pipeline to use SNP copy number data
with STAC to obtain statistically significant common regions of CNA within
a heterogeneous sample set, as typically occurring in tumor samples. We be-
lieve that STAC analysis is a method to find specific CNA signature between
tumor samples with high complex genomic profiling. Further improvements are
in progress to optimize the smoothing and preprocessing methods to convert
the CN of single SNPs into CN of the corresponding genes and to combine the
DNA copy number profile with gene expression data [14],[15]. The combina-
tion of DNA copy number analysis and gene profiling in oncogenomic studies
provides novel, powerful approach to investigate and understand the molecular
mechanisms underlying cancer etiology.
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Abstract. The systematic integration of expression profiles and other
types of gene information, such as copy number, chromosomal local-
ization, and sequence characteristics, still represents a challenge in the
genomic arena. In particular, the integrative analysis of genomic and
transcriptional data in context of the physical location of genes in a
genome appears promising in detecting chromosomal regions with struc-
tural and transcriptional imbalances often characterizing cancer.

A computational framework based on locally adaptive statistical
procedures (Global Smoothing Copy Number, GLSCN, and Locally
Adaptive Statistical Procedure, LAP), which incorporate genomic and
transcriptional data with structural information for the identification of
imbalanced chromosomal regions, is described. Both GLSCN and LAP
accounts for variations in the distance between genes and in gene den-
sity by smoothing standard statistics on gene position before testing the
significance of copy number and gene expression signals. The application
of GLSCN and LAP to the integrative analysis of a human metastatic
clear cell renal carcinoma cell line (Caki-1) allowed identifying chromoso-
mal regions that are directly involved in known chromosomal aberrations
characteristic of tumors.

Keywords: gene expression, genotyping, microarray, integrative
genomics.

1 Introduction

High-throughput genomic data represents a fundamental discovery tool to un-
derstand and reconstruct biological mechanisms and regulatory networks. The
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massive and rapid accumulation of structural and functional information has re-
quired the development of computational frameworks able to turn genomic data
into accurate and robust biological hypotheses about the genetic and epigenetic
mechanisms regulating the transcriptional machinery [1]. Moreover, recent stud-
ies on the relationships between gene structure and gene function in eukaryotic
genomes showed how groups of physically contiguous genes are characterized by
similar, coordinated transcriptional profiles [2,3] and suggested a relationship
between genomic structural abnormalities and expression imbalances (under- or
over-expression). In particular, Caron et al (2001) illustrated how whole chromo-
some views reveal a higher order organization of the genome, as there is a strong
clustering of expressed genes with most chromosomes presenting large regions of
highly transcribed genes, called RIDGEs (regions of increased gene expression),
interspersed with regions where gene expression is low. Similarly, the pioneering
study by Garraway and colleagues [4] illustrated how the combination of gene
expression profiles with genome-wide copy number data can lead to the identi-
fication of novel lineage-specific oncogenes associated with copy number gain in
tumor specimens. Only recently, however, have single studies reported the simul-
taneous generation of genome-wide maps of copy number alterations (CNAs) and
transcriptional activity to study the global effects of chromosomal instability on
gene expression [5,6]. Indeed, genomic instability in human samples can now be
monitored using microarray-based techniques, in particular array comparative
genomic hybridization (CGH) and high-density single nucleotide polymorphism
(SNP)-mapping arrays [7]. These oligonucleotide arrays permit the simultane-
ous genotyping of more than 100,000 SNPs and thus provide information on loss
of heterozygosity (LOH) and chromosomal alterations with a detection limit
reaching 20 kb. More importantly, when copy number profiles of chromosomal
instability are confronted with transcriptional data in various tumor samples, a
clear impact of DNA copy number change on gene expression can be observed.

Given these experimental evidences, the integration of high-throughput ge-
nomic and transcriptional data with gene structural information (i.e., chromo-
somal localization) and functional characteristics represents a major challenge
for bioinformatics and computational biology. Indeed, an integrated approach
would allow deciphering how the structural organization of genomes influences
its functional utilization, identifying how transcription factors regulate gene ex-
pression through target genes, and discover novel cancer biomarkers. Few com-
putational approaches have been adopted to identify chromosomal regions of
increased or decreased expression from transcriptional data [1,7,8,9]. All these
methods score differentially expressed genes using standard statistics and then
scan an array-based gene map using windows of fixed length or containing a
pre-selected number of genes.

The purpose of this work is to present two non-parametric, model-free bioinfor-
matics tools to identify genomic regions characterized by concomitant alterations
in copy number (CN) and in regional transcriptional activity. Global Smoothing
Copy Number (GLSCN) and Locally Adaptive Statistical Procedure (LAP,
[11]) account for variations in gene distance and density and are based on the
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computation of a standard statistic as a measure of the difference in genomic and
gene expression patterns between groups of samples, assessed on high-density
microarrays. For each chromosome, the statistic is locally smoothed using non-
parametric estimation of regression function over the positional coordinate. Chro-
mosomal regionswith CN alterations and transcriptional imbalances are identified
using an empirical null distribution obtained by permutation procedure.

2 Methods

Global Smoothing Copy Number (GLSCN) analyzes copy number values for
individual array probes (SNPs). Copy number data can be generated from
Affymetrix mapping arrays using Copy Number Analysis Tool (CNAT, v3.0,
Affymetrix). GLSCN subjects CN data to a hypothesis test, in which the null
and alternative hypotheses are formulated respectively as:

H0 : CNi = median(CNtot)
H1 : CNi �= median(CNtot)

where CNi is the copy number value of each SNP, the median CN was calculated
over the entire dataset, and variance was assumed to be constant.

CN data are then converted to smoothed CN scores using a kernel regression
estimator with fixed or automatically adapted local plug-in bandwidth. As
described in [9,11], smoothing of the statistic can be formally stated as a non-
parametric regression problem where the score is to be estimated over the chro-
mosomal coordinate. Non-parametric regression problems can be approached
using various methods and GLSCN uses the lokern function adapted from
the Gasser-Müller type estimator [12,13] (lokern R package is freely available
at http://www.sourcekeg.co.uk/cran/src/contrib/Descriptions/lokern.html).
Specifically, given n independent and identically distributed bivariate random
variables, (Ti, Yi) sample points, a kernel function K of order k and a bandwidth
h, the unknown regression function r can be estimated as:

r̂2(t;ht) =
n∑

i=1

∫ Si

Si−1

1
ht
K

(
t− u
ht

)
duYi (1)

t ∈ [a+ ht, b− ht]
s0 = a

si =
1
2
(ti + ti+1), i = 1, . . . , n− 1

sn = b.

In the case of CNAs, a fixed bandwidth of 1 Mb was chosen in consideration of
the relatively homogeneous distribution of SNP probes along the chromosomes.

Chromosomal regions with smoothed CN scores significantly different from the
median CN value are finally identified using a permutation procedure. Specifi-
cally, the statistics are randomly assigned to the array SNP locations over B per-
mutations (e.g., 100,000) and smoothed over the chromosomal coordinate each
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time. The smoothed statistic for each SNP Si is compared to the null smoothed
statistic S0i on the same SNP and p-values are computed as the probability that
the random null statistic exceeded the observed statistic over the permutations:

pi =
#{b : |S0bi | ≥ |Si|, b = 1, . . . , B}

B
. (2)

This p-value has the peculiarity to be local since the observed smoothed sta-
tistic is compared only with null statistics smoothed on the same neighborhood
of chromosomal position i. Indeed, during the permutation process, the chromo-
somal position is conserved while the statistics are randomly shuffled. Once the
distribution of empirical p-values had been generated, q-value is used to identify
chromosomal regions affected by CNAs [15]. Q-values allow quantifying signifi-
cance in light of thousands of simultaneous tests and can be calculated using R
qvalue package (http://faculty.washington.edu/ jstorey/qvalue/).

Similarly to GLSCN, LAP calculates a statistic for ranking probes in order
of strength of the evidence for differential expression; smoothes the statistic
after sorting the statistical scores according to the chromosomal position of the
corresponding genes, and applies a permutation test to identify differentially
expressed chromosomal regions. In particular, given a matrix X of normalized
expression levels xij for gene i in sample j (i = 1, 2, . . . , G; j = 1, 2, . . . , n) and
Y a response vector yj (j = 1, 2, . . . , n) for n samples, the statistic di can be
defined as the ratio of change in gene expression ri to the standard deviation in
the data set si for each probe set i:

di =
ri

si + s0
(3)

where the estimates of gene-specific variance over repeated measurements are
stabilized by a fudge factor s0 (see [14] and SAM technical manual for details).

LAP smoothing is based on a local variable bandwidth kernel estimator. In
this case, given the heterogeneous gene distances and densities on the chro-
mosomes, the optimal bandwidths are estimated iteratively minimizing the as-
ymptotic mean squared error. Finally, a permutation scheme is used to identify
differentially expressed regions under the assumption that each gene has a unique
neighborhood and that the corresponding smoothed statistic is not comparable
with any statistic smoothed in other regions of the genome. The G statistic values
di are first randomly assigned to G chromosomal locations through permutations
and then, for each permutation, smoothed over the chromosomal coordinate.
Thus, observed and null statistics are smoothed and compared exactly over the
same region, taking into account variations in the gene distances and in gene
density. The permutation process, over B random assignments, allows defining
the null smoothed statistic for gene i. The significance of the differentially ex-
pressed genes, i.e., the p-value pi for gene i, is computed as the probability that
the random null statistic exceeds the observed statistic over B permutations.
Once the distribution of empirical p-values has been generated, the q-value is
used to identify differentially expressed chromosomal regions.
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3 Results

In the context of a research project focused on the identification of clinical bio-
markers for renal cell carcinoma (RCC), we applied both GLSCN and LAP to
the analysis of human metastatic RCC cell line (Caki-1). Using Affymetrix high-
density oligonucleotide microarray technology, a genome-wide SNP-mapping of
CNAs (on GeneChip Human Mapping 100K SNP arrays) and a transcriptional
profiling (on GeneChip Human Genome U133 Plus 2.0 arrays) were performed.

The analysis with GLSCN of combined dataset from 50K Xba and 50K Hind
arrays (comprising the 100K SNP array set) generated a high-resolution genomic
map (Figure. 1a). Overall, CNAs were detected in 19 chromosomes. Among
them, four chromosomes (chr. 1, 3, 17 and 18) had regions of both DNA gain
and loss, while the remaining chromosomes had regions of either CN gain (chr.
4, 5, 7, 8, 10, 11, 12 and 16) or CN loss (chr. 9, 13, 14, 15, 20, 21 and 22).
Only two chromosomes (chr. 2 and 6) had no variations in DNA copy number
(chromosomes 2 and 6). In parallel, the regional transcriptional activity profile of
Caki-1, calculated with LAP, revealed that up- and down-regulated genes tended
to cluster in specific genomic regions (Figure 1b).

To evaluate the relationship between CNA and transcriptional activity, the
relative statistic scores for 16,473 well annotated chromosomal positions (genes)
were categorized into three classes: increased (gain of CN or up-regulated), un-
changed and decreased (loss of CN or down-regulated). Setting q = 0 for CNA
analysis and q < 0.05 for transcriptional activity analysis, the concordance of cat-
egorization was 56%. Specifically, 2,871 genes (17%) were both up-regulated and
localized in areas of CN gain (increased class), 4,689 genes (29%) were classified
as unchanged, and 1,699 genes (10%) were both down-regulated and localized in
areas of CN loss (decreased class). When data were simplified into two categories
(increased vs. other two classes, or decreased vs. other two classes), a strong as-
sociation both between CN gain and up-regulation (χ2 = 5, 290, p < 0.0001) and
between CN loss and down-regulation (χ2 = 1, 501, p < 0.0001) was observed.

Moreover, odds ratios (OR) of 16.8 (95% CI, 15.4-18.4) for the likelihood that
gene expression is up-regulated when the genomic region is amplified, and of 5.7
(95% CI, 5.2-6.3) for the likelihood that gene expression is down-regulated when
the genomic region is deleted, were calculated. Overall, these results demonstrate
a striking association between CNA profile and regional transcriptional activity
in Caki-1 cells. Moreover, since 69% of up-regulated genes had concomitant CN
gain but only 29% of down-regulated genes were associated with CN loss, it
appears that the two types of gene expression variation have different powers to
predict CNAs.

4 Discussion and Conclusions

A novel mathematical and statistical framework to combine microarray profiles
of copy number alterations (CNAs) and transcriptional activity at genome level
has been developed and applied to study the Caki-1 cell line as a model for
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(a) (b)

Fig. 1. Whole genome plot of the chromosomal regions with CNAs, (a), and gene ex-
pression imbalances, (b), at a q-value=0 a q-value<0.05 for CN and gene expression
data, respectively.The white bars indicate locations and orientations of all probe sets
in the microarray, the red perpendicular lines represent the exact chromosomal loca-
tions and orientations of genes with CN gain or up-regulated, and the green lines the
location of probes with CN loss or down-regulated. The positions for both the sense
and antisense strands are expressed in numbers of base pairs measured from the p (5′

end of the sense strand) to q (3′ end of the sense strand) arms; upper and lower bars
stand for genes on sense and antisense strands, respectively.

renal carcinoma. The analysis of genomic and transcriptional data using locally
adaptive statistical procedures allowed identifying a strong association between
DNA copy number changes and regional gene expression levels. These peculiar
chromosomal regions, presenting concomitant alterations in genomic and tran-
scriptomic profiles, could be tumor-specific regions containing candidate clinical
biomarkers.

To our knowledge, this is the first computational platform able to directly
combine SNP-based CN data and transcriptional profiles at the level of gene loci,
while for instance freely available VAMP software has been recently implemented
to integrate CGH data with transcriptional profiles [16]. This bioinformatics
framework highlighted a strong association between CNA profile and regional
transcriptional activity map. In particular, 69% of up-regulated genes localized
to areas of CN gain, while only 29% of down-regulated genes were associated
with CN loss. These results indicate that differential gene expression data are
more powerful for inferring CN gain rather than loss. Therefore, we conclude
that CN gain has a stronger influence on regional transcriptional activity than
CN loss. The observation that gene amplification greatly affects genes, enhancing
their expression, is supported by much evidence from mammalian cell lines and
tumors. On the contrary, there are many aneuploidy-independent mechanisms
leading to down-modulation of transcriptional activity (e.g. mutation, promoter
hypermethylation). These observations should be taken into consideration when
chromosomal instability is inferred from transcriptomic profiles.
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Combining CNA maps with regional transcriptional activity profiles allowed
the identification of several up-regulated Caki-1 genes that may be RCC-specific
markers that may have clinical application. For example, on chromosome 1q21,
GLSCN and LAP highlighted six genes encoding S100 calcium-binding proteins
involved in calcium homeostasis; these genes are potential markers of Caki-1
metastatic phenotype, since they are up-regulated and involved in the onset of
bone metastasis in breast, ovarian and colon cancers. Similarly, the up-regulated
CXCL1 and CXCL5 genes, selected on the amplified region of chromosome 4q21,
encode pro-angiogenic chemokines inducing endothelial cell migration and tumor
microvessel formation; these genes are also over-expressed in non-small cell lung
and colorectal cancers. Furthermore, on the statistically relevant region 5q31-
q33, is located the EGR1 gene which is involved in extracellular matrix degra-
dation, thus promoting tumor spreading and metastasis. Noticeably, in the same
region is located osteonectin, which is known to be associated with increased tu-
mor cell motility and invasion. Since SPARC serum levels are higher in patients
with certain tumors than in healthy persons, it has been proposed as a tumor
biomarker detectable in biological fluids.
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Ureña-López, Luis Alfonso 438

Valentini, Giorgio 537
Varma, Vasudeva 430
Vassura, Marco 497
Vathy-Fogarassy, Agnes 195
Veltri, Pierangelo 635
Vercellis, Carlo 187
Verginelli, Fabio 551
Verkhivker, Gennady M. 604
Vetrov, Dmitry 203
Villa, Alessandro E.P. 227
Villmann, Thomas 563
Vivona, Doretta 285
Vlachos, Ioannis K. 321, 328
Vogiatzis, Dimitrios 529

Xu, Xiaojuan 136
Xumerle, Luciano 659

Zambelli, Federico 651
Zampieri, Mattia 682
Zunino, Rodolfo 269


	Title
	Preface
	Organization
	Table of Contents
	From Fuzzy Beliefs to Goals
	Introduction
	Preliminaries
	A Fuzzy Representation Formalism

	Changes in the State of an Agent
	Changes in the Set of Beliefs Caused by a New Belief
	Changes in the Fuzzy Desire Set Caused by a New Belief
	Changes Caused by a New Desire

	Comparing Fuzzy Sets of Desires
	Comparing Sets of Desires Under Qualitative Utility
	Comparing Sets of Desires Under Quantitative Utility
	Comparing Sets of Desires Without Utilities

	GoalSets
	Conclusion
	References

	Information Entropy and Co–entropy of Crisp and Fuzzy Granulations
	Entropy of Abstract Discrete Probability Distributions
	Entropy and Co–entropy of Partitions
	Partitions Induced from Information Systems
	Partition Entropy on a Finite Measure Space
	Partitions as Identity Resolutions by Crisp Sets (Sharp Granulations)

	Fuzzy (Unsharp) Granulations
	Entropy and (Possible Negative) Co–entropy for Fuzzy Granulation

	Conclusions and Open Problems
	References

	Possibilistic Linear Programming in Blending and Transportation Planning Problem
	Introduction
	Problem Definition
	Possibilistic Programming Model Development
	Model the Imprecise Data with Triangular PossibilityDistribution
	Computational Experiments
	Conclusion
	References

	Measuring the Interpretive Cost in Fuzzy Logic Computations
	Introduction
	Procedural Semantics of Multi-adjoint Logic Programs
	Computational Cost Measures
	Reductants and Cost Measures
	Conclusions and Future Work
	References

	A Fixed-Point Theorem for Multi-valued Functions with an Application to Multilattice-Based Logic Programming
	Introduction
	Preliminaries
	Reaching Fixed Points for Multi-valued Functions on Multilattices
	Application to Fuzzy Logic Programs on a Multilattice
	Conclusions
	References

	Contextualized Possibilistic Networks with Temporal Framework for Knowledge Base Reliability Improvement
	Introduction
	Knowledge Islands for Abductive Diagnosis
	Issues in Knowledge Representation
	Contextualized Possibilistic Networks
	Temporal Framework Management
	Examples and Applications
	Conclusions
	References

	Reconstruction of the Matrix of Causal Dependencies for the Fuzzy Inductive Reasoning Method
	Introduction
	The ARMS Algorithm
	Using the Suboptimal Mask
	Performances of the ARMS Algorithm
	Conclusions
	References

	Derivative Information from Fuzzy Models
	Introduction
	The Fuzzy System
	The Perturbed Fuzzy System
	The Derivatives Learning Algorithm
	Numerical Results
	Conclusions
	References

	The Genetic Development of Uninorm-Based Neurons
	Introduction
	Uninorms - A Brief Summary
	Uninorms and Genetic Algorithms
	A Generic Construct of a Uninorm-Based Logic Neuron
	Experimental Results
	Conclusions
	References

	Using Visualization Tools to Guide Consensus in Group Decision Making
	Introduction
	Preliminaries
	Computing Similarity Measures
	A Tool to Visualize the Consensus State for GroupDecision Making Problems
	Conclusions
	References

	Reconstruction Methods for Incomplete Fuzzy Preference Relations: A Numerical Comparison
	Introduction
	Reconstruction of Incomplete Fuzzy PreferenceRelations
	Numerical Simulations
	An Example of Reconstruction
	FinalRemarks
	References

	Web User Profiling Using Fuzzy Clustering
	Introduction
	User Session Identification by Log Data Preprocessing
	User Profiling by Fuzzy Clustering
	Simulation Results
	Conclusions
	References

	Exploring the Application of Fuzzy Logic and Data Fusion Mechanisms in QAS
	Introduction
	Related Work
	A Fuzzy Logic-Based PR System
	Data Fusion Methods
	Conclusions and Future Work
	References

	Fuzzy Indices of Document Reliability
	Introduction
	Evaluating the Reliability of a Document from the User Trust of Its Source
	When the Source is Known
	When the Source is Unknown

	When Information Is Corroborated Can It Help in Evaluating the Reliability of a Document?
	Other Information Which Could Enhance Evaluation of Document Relevance
	Information About the Author of the Document
	Date of the Document

	Combining Reliability Degrees
	Conclusion
	References

	Fuzzy Ontology, Fuzzy Description Logics and Fuzzy-OWL
	Introduction
	Fuzzy Ontology
	Fuzzy Description Logic
	Syntax
	Semantics

	Fuzzy-OWL
	Defining Fuzzy Ontology in KAON

	Conclusions
	References

	An Improved Weight Decision Rule Using SNNR and Fuzzy Value for Multi-modal HCI
	Introduction
	CHMM and Viterbi Search-Based Embedded Speech Recognizer
	Fuzzy Logic -Based Embedded KSSL Recognizer
	The Fusion Architecture for a Wireless PDA-Based MMFA
	An Improved Weight Decision Rule for Fusion and Fission
	Experiments and Results
	Conclusions
	References

	DWT-Based Audio Watermarking Using Support Vector Regression and Subsampling
	Introduction
	Proposed Watermarking Scheme Based on SVR
	Subsampling in Audio Signal
	Watermark Embedding
	Watermark Extraction

	Experimental Results
	Conclusions
	References

	Improving the Classification Ability of DC* Algorithm
	Introduction
	The \DCnew Algorithm
	Experimental Results
	FinalRemarks
	References

	Combining One Class Fuzzy KNN’s
	Introduction
	One Class Training FKNN
	Similarity Measures
	The Genetic-IFC
	Method Validation
	Conclusions
	References

	Missing Clusters Indicate Poor Estimates or Guesses of a Proper Fuzzy Exponent
	The Problem of Choosing the Fuzzy Exponent
	Methods
	Simulated Data and Gene Expression Data Analyzed
	Results
	Discussion
	Conclusions
	References

	An Analysis of the Rule Weights and Fuzzy Reasoning Methods for Linguistic Rule Based Classification Systems Applied to Problems with Highly Imbalanced Data Sets
	Introduction
	Fuzzy Rule Based Classification Systems
	Rule Weights for Fuzzy Rules
	Fuzzy Reasoning Methods

	Preprocessing Imbalanced Data-Sets
	Experimental Study
	Data-Sets and Parameters
	Results and Analysis

	Concluding Remarks
	References

	Fuzzy Clustering for the Identification of Hinging Hyperplanes Based Regression Trees
	Introduction
	Non-linear Regression with Hinge Functions and Fuzzyc-Regression Clustering
	Function Approximation with Hinge Functions
	Hinge Search as an Optimization Problem
	Constrained Prototype Based FCRM
	Improvements of Hinge Identification
	Tree Structured Piecewise Linear Models

	Application Example
	Conclusion
	References

	Evaluating Membership Functions for Fuzzy Discrete SVM
	Introduction
	SVM, Discrete SVM and Fuzzy Discrete SVM
	Defining a Class Membership Function
	Computational Tests
	References

	Improvement of Jarvis-Patrick Clustering Based on Fuzzy Similarity
	Introduction and Related Works
	Neighborhood Relations and the Jarvis-Patrick Clustering
	Visualization

	Fuzzy Similarity Measure Based on Cascade Shared Neighbors
	Fuzzy Similarity Measure
	Transitive Fuzzy Similarity Measure
	Application of the (Transitive) Fuzzy Similarity Measure

	Application Examples
	Conclusion
	References

	Fuzzy Rules Generation Method for Pattern Recognition Problems
	Introduction
	Knowledge Presentation
	Rule Generation
	Significance Criterion Functions
	Effective Restrictions Method for Rule Generation

	Experiments
	References

	Outliers Detection in Selected Fuzzy Regression Models
	Introduction
	BasicNotions
	Fuzzy Regression Analysis of Air Temperature in a Polish City
	Input Data
	”Ordewise” Polynomial Regression Model of Temperature
	Autoregressive Model with Fuzzy Data of Temperature

	Regression Model of Electricity Load as a Function of Temperature for December
	Outliers Detection
	Conclusions
	References

	Possibilistic Clustering in Feature Space
	Introduction
	Possibilistic C-Means
	Possibilistic Clustering in Feature Space
	One-Cluster Possibilistic C-Means in Feature SpaceAlgorithm
	Experimental Results and Discussion
	Conclusions
	References

	OpenAdap.net: Evolvable Information Processing Environment
	Introduction
	Functional Structure
	Internet Application
	Software Architecture
	Demonstrator Testbed

	Inter-Broker Connection Dynamics
	Discussion
	References

	Binary Neuro-Fuzzy Classifiers Trained by Nonlinear Quantum Circuits
	Introduction
	Binary Neuro-Fuzzy Networks
	Training BNFNs Using Quantum Computing
	Exhaustive Search by Nonlinear Quantum Circuits
	Conclusion
	References

	Digital Hardware Implementation of High Dimensional Fuzzy Systems
	Introduction
	Simplicial PWL Functions
	Proposed Algorithm
	Circuit Scheme and Hardware Implementation
	Conclusions
	References

	Optimization of Hybrid Electric Carsby Neuro-Fuzzy Networks
	Introduction
	Characterization of Energetic Flows
	Optimization by a Neuro-Fuzzy Control Unit
	Illustrative Tests
	Conclusion
	References

	Fuzzy $k$-NN Lung Cancer Identification by an Electronic Nose
	Motivation and Methodology
	Processing and Classification of the Olfactory Signal
	Results and Conclusion
	References

	Efficient Implementation of SVM Training on Embedded Electronic Systems
	Introduction
	Support Vector Machines for Classification
	SVM Training on DSP-Based Architectures
	Training Algorithm: Reformulation and Optimization
	Training Algorithm: Basic Porting

	Experimental Results
	References

	A Possible Approach to Cope with Uncertainties in Space Applications
	Introduction
	Robust Optimal Control
	Problem Formulation
	Control System for a Reconfiguration Manoeuvre
	Results

	Conclusions
	References

	Fuzzy Measures: Collectors of Entropies
	Introduction
	Preliminaires
	Collector of Entropies
	System of Functional Equations for the Collector
	References

	Some Problems with Entropy Measures for the Atanassov Intuitionistic Fuzzy Sets
	Introduction
	A Brief Introduction to A-IFSs
	Entropy
	Zeng and Li’s EntropyMeasure
	Szmidt and Kacprzyk’s Entropy for A-IFSs

	Results
	Concluding Remarks
	References

	Twofold Extensions of Fuzzy Datalog
	Introduction
	Fuzzy Datalog
	Extensions of Fuzzy Datalog
	Extension of Kleene-Dienes Implication
	Extension of Lukasiewicz Implication
	Extensions of G¨odel Implication

	Bipolar Extension of Fuzzy Datalog
	Conclusions
	References

	Combs Method Used in an Intuitionistic Fuzzy Logic Application
	Introduction
	Combs’ URC Method
	Optimization
	Results
	Conclusions
	References

	Intuitionistic Fuzzy Spatial Relationships in Mobile GIS Environment
	Introduction
	Related Works
	Influenceability and Its Algebraic Logical Framework
	Intuitionistic Fuzzy Influenceability
	Conclusions and Further Works
	References

	A Two-Dimensional Entropic Approach to Intuitionistic Fuzzy Contrast Enhancement
	Introduction
	Atanassov’s Intuitionistic Fuzzy Sets
	Generalized Intuitionistic Fuzzification
	Generalized Intuitionistic Fuzzification – From Images to Sets
	Intuitionistic Defuzzification: From A–IFSs to Images
	Parameter Selection Through Optimization of Image Fuzziness

	Experimental Results
	Conclusions
	References

	Intuitionistic Fuzzy Histogram Hyperbolization for Color Images
	Introduction
	Elements of Intuitionistic Fuzzy Sets Theory
	IFIP Framework for Color Images
	Contrast Enhancement of Color Images by A–IFSs
	Intuitionistic Fuzzification of Color Images
	Intuitionistic Fuzzy Luminance Histogram Hyperbolization
	Intuitionistic Defuzzification

	Experimental Results
	Conclusions
	References

	Computer Vision and Pattern Recognition in Homeland Security Applications
	Intelligent Video Analysis Systems
	3D Model-Based Target Tracking
	License Plate Recognition in Security Applications
	Mobile ANPR System
	Conclusions
	References

	A Genetic Algorithm Based on Eigen Fuzzy Sets for Image Reconstruction
	Introduction
	Eigen Fuzzy Sets
	The Genetic Algorithm
	Experimental Results
	Conclusions
	References

	Fuzzy Metrics Application in Video Spatial Deinterlacing
	Introduction
	Proposed Deinterlacing Method
	Measuring Fuzzy Metrics
	A Fuzzy Metric for Chromatic Similarity and Spatial Closeness
	Proposed Spatial DeinterlacingMethod

	Experimental Results
	Conclusion
	References

	Fuzzy Directional-Distance Vector Filter
	Introduction
	Novel Fuzzy Metric and Proposed Filtering
	Experimental Results
	Conclusions
	References

	Color Texture Segmentation with Local Fuzzy Patterns and Spatially Constrained Fuzzy C-Means
	Introduction
	Texture Feature Extraction
	Spatially Constrained Clustering
	Results and Conclusions
	References

	A Flexible System for the Retrieval of Shapes in Binary Images
	Introduction
	The Main Functional Components of the Shape Retrieval System
	Indexing Function of the Shape Characteristics
	Flexible Retrieval Function Definition
	Partial Matching Functions of Sets of Descriptors
	Fusion of Ranked Lists

	Experiment
	Conclusion
	References

	Fuzzy C-Means Segmentation on Brain MR Slices Corrupted by RF-Inhomogeneity
	Introduction
	$E^2D −HUM$ Pre-processing
	Preventing the Halo Artifact Using Fuzzy C-Means
	Image Segmentation
	Results Evaluation and Measures
	Conclusions
	References

	Dilation and Erosion of Spatial Bipolar Fuzzy Sets
	Introduction
	Preliminaries
	Algebraic Dilation and Erosion of Bipolar Fuzzy Sets
	Morphological Erosion of Bipolar Fuzzy Sets
	Morphological Dilation of Bipolar Fuzzy Sets
	Properties and Interpretation
	Conclusion
	References

	About the Embedding of Color Uncertainty in CBIR Systems
	Introduction
	CBIR Reference Scheme
	Embedding of Uncertainty About Color in CBIR
	Experimental Results
	Performance Measures
	Performance Evaluation

	Conclusions and Ongoing Work
	References

	Evolutionary Cellular Automata Based-Approach for Edge Detection
	Introduction
	The EvCA for Edge Detection (EvCA-ED)
	Experimental Results
	Conclusion
	References

	The Multidisciplinary Facets ofResearch on Humour
	Introduction
	Theories of Humour
	Incongruity Theory
	Superiority Theory
	Relief Theory

	Linguistic Research on Humour
	Semantic Script-Based Theory of Humour
	General Theory of Verbal Humour
	Related Work in Linguistics

	Computational Humour
	Humour Generation
	Humour Recognition

	Multidisciplinary Research on Humour
	Sociology
	Psychology
	Neuroscience

	Applications of Humour
	Conclusions
	References

	Multi-attribute Text Classification Using the Fuzzy Borda Method and Semantic Grades
	Introduction
	Text Classification and the Voting Methods
	Text Classification Using a Semantic Grading
	Case Study: Classification of Conference Abstracts
	Conclusions
	References

	Approximate String Matching Techniques for Effective CLIR Among Indian Languages
	Introduction
	Indian Language CLIR System Architecture
	Experiments
	Results
	Conclusion and Future Work
	References

	Using Translation Heuristics to Improve a Multimodal and Multilingual Information Retrieval System
	Introduction
	Experimentation Framework
	Collections Description
	Preprocessing and Translation Heuristics

	Conclusions and Future Work
	References

	Ontology-Supported Text Classification Based on Cross-Lingual Word Sense Disambiguation
	Introduction
	JRC-Acquis and the Aligned Wordnets
	Word Alignment and Word Sense Disambiguation
	Concept-Based Text Classification
	Conclusions and Further Work
	References

	Opinion Analysis Across Languages: An Overview of and Observations from the NTCIR6 Opinion Analysis Pilot Task
	Introduction
	NTCIR6 Opinion Analysis Pilot Task
	Corpus
	Annotator Agreement

	Evaluation
	Future Work
	NTCIR OAT Roadmap

	Conclusions
	References

	Some Experiments in Humour Recognition Using the Italian Wikiquote Collection
	Introduction
	Corpus Construction
	Experiments and Results
	Conclusions and Further Work
	References

	Recognizing Humor Without Recognizing Meaning
	Introduction
	Method for Detecting Humor
	Text Similarity
	Joke Words
	Ambiguity
	Style
	Idiomatic Expressions

	Evaluation
	Conclusions
	References

	Computational Humour: Utilizing Cross-Reference Ambiguity for Conversational Jokes
	Introduction
	Distinguishing Between Humorous and Non-humorous Misunderstandings
	Script Representation
	ScriptOverlap
	Script Opposition
	Implementation
	Evaluation
	Conclusion
	References

	Dataset Complexity and Gene Expression Based Cancer Classification
	 Introduction
	Dataset Complexity Measures
	Datasets
	Experiments
	Complexity Estimation
	Performance Evaluation of NN Classifiers and Their Ensembles

	Conclusion
	References

	A Novel Hybrid GMM/SVM Architecture for Protein Secondary Structure Prediction
	Introduction
	The Hybrid GMM/SVM Architecture
	Experiments
	Data Set
	Experimental Results
	Comparison with Other Methods
	Tools

	Conclusion
	References

	A Graph Theoretic Approach to Protein Structure Selection
	Introduction
	Materials and Methods
	Graph Properties
	Decoy Set
	Enrichment and Z Score

	Results
	CAFASP4
	References

	Time-Series Alignment by Non-negative Multiple Generalized Canonical Correlation Analysis
	Introduction
	Problem Description
	Alignment
	Supervised Alignment by Canonical Correlation Analysis
	Multiple Canonical Correlation Analysis
	Semi-supervised Alignment

	Experiments
	Conclusion
	References

	Generative Kernels for Gene Function Prediction Through Probabilistic Tree Models of Evolution
	Introduction
	Generative Kernel Functions
	Data and Experimental Results
	Discussion
	References

	Liver Segmentation from CT Scans: A Survey
	Introduction
	LiveWire Segmentation Approaches
	Gray Level Based Liver Segmentation
	Model Fitting
	Probabilistic Atlases
	Level Set Approaches
	Conclusions
	References

	Clustering Microarray Data with Space Filling Curves
	Introduction
	Space Filling Curves and Wavelets
	Clustering with the Z-Curve
	Experiments and Evaluation
	Conclusions and Future Directions
	References

	Fuzzy Ensemble Clustering for DNA Microarray Data Analysis
	Introduction
	Random Projections
	Fuzzy Ensemble Clustering Based on Random Projections
	Experimental Results
	Experimental Environment
	Results

	Conclusions
	References

	Signal Processing in Comparative Genomics
	Introduction
	Numerical Encoding
	Experiments
	Conclusions
	References

	PCA Based Feature Selection Applied to the Analysis of the International Variation in Diet
	Introduction
	The Dataset
	An Asymmetric Similarity Measure
	Entropy-Based Subclustering Similarity

	Feature Analysis of the Dataset
	Conclusions and Future Studies
	References

	Evaluating Switching Neural Networks for Gene Selection
	Introduction
	Mathematical Model for Gene Expression Data
	Considered Gene Selection Methods
	Golub’s Method (GOLUB) [1]
	Support Vector Machines with Recursive Feature Elimination (SVM-RFE) [2]
	Switching Neural Networks with Recursive Feature Addition (SNN-RFA)

	Results
	References

	Analysis of Proteomic Spectral Data by Multi Resolution Analysis and Self-Organizing Maps
	Introduction
	Bioinformatic Methods
	Feature Extraction and Denoising with the Bi-orthogonal Discrete Wavelet Transform
	Fuzzy Labeled Self Organizing Map

	Visualization and Analysis of Proteomic Data
	Clinical Sample Preparation and MS Data Acquisition
	Analysis with SOM and FLSOM

	Conclusions
	References

	A Cost-Sensitive Approach to Feature Selection in Micro-Array Data Classification
	Introduction
	Background
	The Proposed Approach
	Experimental Results
	Discussion and Future Work
	References

	Liknon Feature Selection for Microarrays
	Introduction
	Understanding Feature Selection by LIKNON
	Formal Analysis

	Main Results on Microarray Datasets
	Conclusions
	References

	An Alternative Splicing Predictor in C.Elegans Based on Time Series Analysis
	Introduction
	Method
	Experiment
	Results
	Conclusions
	References

	Cancer Classification Based on Mass Spectrometry
	Introduction
	Wavelet Analysis
	Genetic Algorithm for Feature Selection
	Results
	Conclusions
	References

	Computational Proteomics of Biomolecular Interactions in Sequence and Structure Space of the Tyrosine Kinome: Evolutionary Constraints and Protein Conformational Selection Determine Binding Signatures of Cancer Drugs
	Introduction
	Systems and Methods
	Protein Tyrosine Kinases Classification
	Monte Carlo Binding Simulations

	Results and Discussion
	Conclusions
	References

	Learning Transcriptional Regulatory Networks with Evolutionary Algorithms Enhanced with Niching
	Introduction
	Model and Algorithm
	Modeling Gene Regulatory Networks with Bayesian Networks
	 Structure Evaluation Using a Scoring Metric
	Evolving DAG Structures
	Maintaining the Diversity in the Population of Solutions

	Results and Discussion
	Evaluation of the Evolutionary Approach Enhanced by Deterministic Crowding
	Comparison with Other Approaches

	Conclusions and Perspectives
	References

	Towards a Personalized Schedule with Triplex Vaccine
	Introduction
	Modeling Immune System - Cancer - Vaccine Competition
	Search for an Optimal Schedule
	Conclusions and Perspectives
	References

	Solving Protein Structures Using Molecular Replacement Via Protein Fragments
	Introduction
	Molecular Replacement
	Fragment Dataset
	Proposed Methodology
	Results and Discussion
	Conclusions
	References

	An Interactive Tool for the Management and Visualization of Mass-Spectrometry Proteomics Data
	Introduction
	Mass Spectrometry Data
	SpectraViewer
	Spectra Visualization
	Spectra Conversion

	Related Work
	Conclusions and Future Work
	References

	Smart Sequence Similarity Search(S4) System
	Introduction
	Functional Features of S4
	SoftwareDesignofS4
	S4 Expert System
	S4 Decision Tree

	Sample Sessions
	Conclusion and Future Directions
	Significance and Impact
	Future Work

	References

	Prediction of over Represented Transcription Factor Binding Sites in Co-regulated Genes Using Whole Genome Matching Statistics
	Introduction
	Describing Transcription Factor Binding Sites
	Predicting Transcription Factor Binding Sites

	The Algorithm
	Experimental Evaluation
	Conclusions
	References

	Unsupervised Haplotype Reconstruction and LD Blocks Discovery in a Hidden Markov Framework
	 Introduction
	Preliminaries
	Fully Non homogeneous Hidden Markov Model

	The Proposed Model: Connection BetweenFNH-HMMs
	Experimental Results
	References

	Multi-class Protein Fold Recognition Through a Symbolic-Statistical Framework
	Introduction
	Multi-relational Learning for Structural Signatures of Proteins
	The Symbolic-Statistical Framework PRISM
	PRISM Modeling of Structural Signatures
	 Conclusions and Future Work
	References

	Assessment of Common Regions and Specific Footprints of DNA Copy Number Aberrations Across Multiple Affymetrix SNP Mapping Arrays
	Introduction
	Methods
	Results
	Discussion and Conclusions
	References

	Locally Adaptive Statistical Procedures for the Integrative Analysis on Genomic and Transcriptional Data
	Introduction
	Methods
	Results
	Discussion and Conclusions
	References

	Author Index


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /UseDeviceIndependentColorForImages
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 2.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /DEU ()
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice




